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ABSTRACT

Effects of atmospheric intraseasonal oscillations (ISOs) on the Indian Ocean zonal dipole mode
(IOZDM) are investigated by analyzing available observations and a suite of solutions to an ocean general
circulation model, namely, the Hybrid Coordinate Ocean Model (HYCOM). Data and model solutions for
the period 1991–2000 are analyzed, a period that includes two strong IOZDM events, during 1994 and 1997,
and a weak one, in 1991. Both the data analysis and model results suggest that atmospheric ISOs play a
significant role in causing irregularity of the two strong IOZDM events and the premature termination of
the weak one. Of particular interest is a basinwide, wind-driven oceanic resonance with a period near 90
days, involving the propagation of equatorial Kelvin and first-meridional-mode Rossby waves across the
basin. Before the onset of the strong 1997 dipole, wind variability had significant power near 90 days, and
the resonance was strongly excited. Associated with the resonance was a deepened thermocline in the
eastern basin during August and early September, which reduced the upwelling in the eastern antinode
region of the IOZDM, thereby delaying the reversal of the equatorial zonal SST gradient—an important
indicator of a strong IOZDM—by over a month. A similar deepened thermocline in the eastern basin also
contributed to the premature termination of the weak 1991 dipole. During the 1994 IOZDM, the winds had
little power near 90 days, and the resonant mode was not prominent. The ISOs influenced the IOZDM
through both surface fluxes and thermocline variability. They enhanced warming in the western antinode
region during October, the peak phase of the IOZDM, intensifying its strength. During November, strong
winds significantly cooled the western and central basin through upwelling and surface fluxes, cooling SST
there and contributing to the early and quick termination of the 1994 event.

1. Introduction

Atmospheric intraseasonal oscillations (ISOs) are an
important component of tropical climate, impacting
the atmosphere and ocean on a wide range of time

scales. Pronounced intraseasonal oscillations of winds
and convection are observed in the tropical Indian
and western Pacific Oceans (e.g., Madden and Julian
1971, 1972; Knutson and Weickmann 1987; Wang
and Rui 1990; Hendon and Salby 1996). Many of the
ISOs are generated in the Indian Ocean and they can
propagate poleward to affect the Asian summer
monsoon (Sikka and Gadgil 1980; Yasunari 1981;
Krishnamurti and Subramanyam 1982; Webster 1983;
Lawrence and Webster 2001), and eastward to the
Pacific to impact ENSO (Lau and Chan 1988;
McPhaden 1999; Moore and Kleeman 1999; Takayabu
et al. 1999; Kessler and Kleeman 2000; Kiladis and
Straub 2001).
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Observational evidence suggests that the ISOs also
drive a large-amplitude oceanic response (Reppin et al.
1999; Webster et al. 2002; Masumoto et al. 2005). In the
past few years, extensive modeling studies have been
conducted to examine the oceanic response in detail
(Shinoda and Hendon 1998; Han et al. 2001, 2004; Sen-
gupta et al. 2001; Schouten et al. 2002; Schiller and
Godfrey 2003; Senan et al. 2003; Waliser et al. 2003,
2004; Han 2005). Of particular interest for the present
study, Han et al. (2001) and Han (2005) used a hierar-
chy of models to demonstrate that zonal currents and
sea level in the equatorial Indian Ocean have a peak
response near a period of 90 days, whereas the forcing
winds peak at 30–60 days. The shift in peak frequency
between the forcing and response results from the pref-
erential excitation of larger-scale, lower-frequency
Kelvin and Rossby waves near the 90-day period and
from resonant excitation of the second baroclinic mode
by the winds. Resonance occurs at period P when the
propagation time for an equatorial Kelvin wave to cross
the basin and a first-meridional-mode Rossby wave to
return is close to a multiple of P; that is,

P �
4L

mcn
, �1�

where L is the width of the basin along the equator, cn

is the Kelvin wave speed of the nth baroclinic mode,
and m is an integer (Jensen 1993; Han et al. 1999). With
n � m � 2, Eq. (1) is satisfied when P is near 90 days
(Han et al. 2001; Han 2005).

Power in the zonal winds at the 90-day period may
result from the broad spectral band of ISOs (G. Kiladis
2004, personal communication). It may also arise from
the semiannual westerly winds along the equator during
spring and autumn, which is not a perfect semiannual
oscillation and includes contributions from higher-
order harmonics (Han et al. 1999). In this paper, we
view the 90-day oceanic waves as part of the intrasea-
sonal response.

The Indian Ocean zonal dipole mode (IOZDM), also
referred to as the dipole mode and zonal mode, is a
coupled ocean–atmosphere phenomenon in the tropical
Indian Ocean that occurs at interannual time scales,
typically associated with cold SST anomalies (SSTAs)
in the southeastern Tropics and warm SSTAs in the
western Tropics (Fig. 1; Saji et al. 1999; Webster et al.
1999). Saji et al. (1999) defined a dipole mode index
(DMI) for the IOZDM to be the SSTA difference be-
tween the tropical western (10°S–10°N, 50°–70°E) and
tropical southeastern (10°S–equator, 90°–110°E) Indian
Ocean (dotted curve in Fig. 3a below). Then, one cri-

terion for a strong IOZDM event is that DMI exceeds
one standard deviation (Saji et al. 1999) and lasts for
3–4 months during late summer and autumn. In this
paper, we refer to an event with DMI below one but
above one-half standard deviations as a weak dipole.
Accordingly, there were three IOZDM events during
1991–2000: strong events in 1994 and 1997, and a weak
one in 1991. These three events were also identified to
be IOZDMs by Annamalai et al. (2003), based on the
coexistence of ocean–atmosphere variables in the
southeastern tropical Indian Ocean and anomalous
easterly winds over the central equatorial basin.

It is noteworthy that the two strong and long-lasting
IOZDMs are associated with reversed zonal SST gra-
dients in the central and eastern equatorial basins,
whereas the weak one is not (Figs. 2g, 2h, and 2f), in-
dicating that a reversed equatorial zonal SST gradient
may be a good indicator for a strong IOZDM event.
This is because Bjerknes feedback is likely an impor-
tant process in IOZDM dynamics (e.g., Saji et al. 1999;
Murtugudde et al. 2000). In fact, the equatorial zonal
SST gradient is strongly correlated with zonal winds
over the central equatorial basin during the IOZDM
peak period (September–November), with a correla-
tion coefficient of 0.81 and significance above 95%
level, based on a 44-yr (1958–2001) extended Reynolds
reconstructed SST and European Centre for Medium-
Range Weather Forecasts (ECMWF) reanalysis (ERA-
40) wind dataset (not shown). This strong correlation
further indicates that the Bjerknes feedback is impor-
tant for the IOZDM development. Indeed, the impor-
tance of the equatorial zonal SST gradient and its as-
sociated atmospheric response in the equatorial Indian
Ocean have been suggested by Murtugudde et al.
(1998) and Murtugudde and Busalacchi (1999). The
anomalous equatorial easterly was used as one of the
four important indices to define a strong IOZDM by
Annamalai et al. (2003). When the zonal SST gradient
reverses along the equator, the eastern Indian Ocean
warm pool and convection are shifted to the central and
western basin (Fig. 2), marking the development of a
strong IOZDM or the beginning of the strong phase of
an IOZDM event.

Available observations suggest that ISO and
IOZDM events are often linked. During normal years,
ISOs typically occur throughout the year, with westerly
winds in the central and eastern equatorial regions and
convection maxima located in the warm-pool region of
the eastern ocean (Figs. 2a,e). During the strong
IOZDM years of 1994 and 1997, however, southeast-
erly winds prevailed in the eastern basin during boreal
summer and autumn. These winds produce equatorial
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upwelling, reducing the SST and reversing its zonal gra-
dient in the warm-pool region (Figs. 2c, 2d, 2g, and 2h).
Corresponding to the westward shifting of the warmest
SST, the convection maxima shifted to the western-
central basin during 1994 and the western basin during
1997. At the same time, the amplitudes of intraseasonal
winds and convection were significantly reduced in the
central and eastern basins (Figs. 2c,d; Shinoda and Han
2005). A detailed discussion on how the IOZDMs
modify the ISOs is provided by Shinoda and Han
(2005).

Differences between individual IOZDM events are
also linked to ISOs to a certain degree. For the 1994
event, the reversal of the equatorial zonal SST gradient
began in August, reached a peak in October, and
quickly terminated in November (Fig. 2g). Coincident
with the early termination was a strong ISO event dur-
ing November (Fig. 2c; Rao and Yamagata 2004). For
the 1997 event, equatorial zonal SST-gradient reversal
began in September, quickly reached a peak in early
October, and continued until January 1998. Coincident

with the delayed SST gradient reversal were strong
westerly winds associated with ISOs in February, May,
and July. During the 1991 weak event, intraseasonal
convection and its associated westerly winds frequently
occurred during summer and autumn.

The goal of this paper is to understand how atmo-
spheric ISOs affect the onset, development, and termi-
nation of the IOZDM. For this purpose, we analyze
available data to identify possible impacts, and obtain a
suite of solutions to an ocean general circulation model,
the Hybrid Coordinate Ocean Model (HYCOM), to
identify processes by which ISOs affect the IOZDM
SSTA in the eastern and western antinode regions.
Note that other processes can also affect the onset and
decay of IOZDM events, including processes external
to the Indian Ocean that precondition the thermocline
depth in the eastern equatorial Indian Ocean (e.g., An-
namalai et al. 2005), effects of the seasonal cycle
(Halkides 2005), and the Indonesian Throughflow. The
scope of this paper, however, is to only examine the
effects of the ISOs.

FIG. 1. (a) SSTA during October 1994, the peak of the 1994 dipole. Data are from the NOAA OI weekly SST
dataset for the period 1991–2000, a period when the ocean model results are analyzed. To obtain the SSTA, the
weekly SST climatology of the 10-yr period is first removed and then the SSTA is averaged over the month. (b)
Same as in (a), but for November 1997, when the dipole peaks. (c) Same as in (a), but for the MR solution. (d)
Same as in (b), but for the MR solution. Positive values are shaded and negative ones are contoured, with an
interval of 0.3°C.
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2. Datasets and ocean model

a. Datasets

The datasets we analyze are the ERA-40 3-day-mean
surface wind stress for 1991–2000, the period over
which the ocean model main solutions will be analyzed;
the Climate Prediction Center Merged Analysis of Pre-
cipitation (CMAP) pentad data for the same period of
time (Xie and Arkin 1996); the Ocean Topography Ex-
periment (TOPEX)/Poseidon 3-day-mean sea level

anomaly (SLA) field for 1993–2000 (Fu 2003, 2004);
and the National Oceanic and Atmospheric Adminis-
tration (NOAA) optimum interpolation (OI) weekly
SST that includes both in situ and satellite observations
for 1991–2000 (Reynolds et al. 2002). To isolate atmo-
spheric ISOs, we apply a Lanczos bandpass filter (Du-
chon 1979) to the wind stress and precipitation fields,
with half-power points at 10 and 105 days. To extract
intraseasonal sea level and SST variations, the band-
pass filter is applied to the TOPEX/Poseidon SLA and

FIG. 2. Longitude–time plots of 3-day-mean ERA-40 surface wind stress (dyn cm�2; arrows)
and CMAP pentad precipitation (mm h�1; color contours) averaged over 5°S–5°N of the
Indian Ocean during (a) a normal year, 1993, (b) for the weak dipole of 1991, (c) for the strong
dipole of 1994, and (d) for the strong dipole of 1997. Longitude–time plots of NOAA OI
weekly SST data (°C) averaged over 5°S–5°N of the Indian Ocean during (e) 1993, (f) 1991,
(g) 1994, and (h) 1997.
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NOAA OI SST data as well. The SST data are also
analyzed to define IOZDM events.

b. Model

Since HYCOM is documented in detail elsewhere
(see Bleck 2002), only aspects relevant to this paper are
discussed here. HYCOM has a hybrid vertical coordi-
nate that is isopycnal in the open, stratified ocean; ter-
rain-following coordinates in shallow coastal regions;
and z coordinates in the mixed layer and unstratified
seas. The feasibility of the hybrid coordinate approach
for handling both deep and shallow regions throughout
the annual heating–cooling cycle has been demon-
strated for a North Atlantic basin by Halliwell (1998,
2004).

Our version of HYCOM is configured to the tropical
Indian Ocean north of 30°S, with a horizontal resolu-
tion of 0.5° � 0.5° and realistic bottom topography
(Han et al. 2004; Han 2005). Vertically, 18 sigma layers
are chosen with a fine resolution in the upper ocean to
better resolve the structures of upper-ocean currents
and temperature fields, the thermocline, and the sur-
face mixed layer. Because our focus is on upper-ocean
processes, �0 is used as a reference pressure. The non-
local K-profile parameterization is used for the bound-
ary layer mixing scheme (Large et al. 1994, 1997).
Shortwave radiation penetration is included with a Jer-
lov water-type IA (Jerlov 1976).

No-slip conditions are applied along continental
boundaries. Near the southern boundary, a sponge
layer with a width of 5° (25°–30°S) is applied that re-
laxes model temperature and salinity fields to the Levi-
tus and Boyer (1994) and Levitus et al. (1994) clima-
tology. Lateral boundary forcing due to the Indonesian
Throughflow and Bay of Bengal rivers is included by
relaxing the model temperature and salinity to the
Levitus data in the corresponding regions. Bottom to-
pographic data are from the 5� Gridded Earth Topog-
raphy (ETOPO5) dataset smoothed over a 4° � 4° bin.

The wind stress, wind speed, air temperature, and
specific humidity fields used to force the model are
taken from the 3-day-mean ERA-40 fields. Net surface
shortwave and longwave radiation fields are from
3-day-mean International Satellite Cloud Climatology
Project flux data (ISCCP-FD; Zhang et al. 2004). Pre-
cipitation is from the CMAP pentad data, interpolated
onto the 3-day resolution to be consistent with the
ERA-40 and ISCCP forcing fields. These choices are
based on a comparison of products. A comparison of
ERA-40 and National Aeronautics and Space Admin-
istration (NASA) Quick Scatterometer (QuikSCAT)
wind stress fields demonstrates that ERA-40 winds are
able to reproduce the structure and amplitude of ISOs

quite well; furthermore, the ERA-40 winds also agree
well with the NASA Scatterometer (NSCAT) winds
during 1997. A comparison of precipitation fields in the
equatorial Indian Ocean for 1998–2001 from the satel-
lite Tropical Rainfall Measuring Mission (TRMM),
CMAP, and the ERA-40 reanalysis shows that CMAP
represents the TRMM precipitation field more faith-
fully than the ERA-40 product. ISCCP shortwave ra-
diation compares favorably with Tropical Ocean and
Global Atmosphere Coupled Ocean–Atmosphere Re-
sponse Experiment (TOGA COARE) shortwave data
in the western Pacific.

Table 1 lists the four experiments reported in this
paper. For each solution, the model is spun up for 15 yr
from a state of rest using monthly climatologies of the
above forcing fields. Beginning from year 15, our main
run is forced by 3-day-mean fields for the period 1988–
2001, so that this solution includes the effects of all
intraseasonal atmospheric forcing (solution MR). To
exclude atmospheric intraseasonal variability entirely,
the model is forced over the same period by low-passed
fields using a Lanczos filter with a half-power point at
105 days (solution BR). The choice of 105 days ensures
that forcing near the 90-day period is removed from
solution BR, because at this period the ocean attains a
resonant response (section 1). Two test runs are ob-
tained that are like the main run except one is forced by
low-passed wind stress only (solution TR1) and the
other by low-passed wind stress as well as wind speed
(solution TR2), both for the period 1993–99.

We chose the 1988–2001 period for the HYCOM in-
tegrations because all the forcing fields are available for
that period. Moreover, it includes the 1994 and 1997
strong dipole events, the 1991 weak dipole, and covers
the TOPEX/Poseidon observational period. Results for
years 1991–2000 are analyzed, considering that tran-
sient effects might be included in the first a few years.

c. Validation

As illustrated in Fig. 1, the observed 1994 and 1997
IOZDM events (top panels) are well reproduced by
solution MR (bottom panels), with the SSTA fields
agreeing in both spatial structure and amplitude. To

TABLE 1. HYCOM experiments. See text for detailed
description.

Experiment Forcing Duration

MR 3-day mean 1988–2001
BR Low-passed 105 days 1988–2001
TR1 Low-passed wind stress 1993–99
TR2 Low-passed wind stress and speed 1993–99
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quantify how well the MR simulates the SST variability
at intraseasonal-to-interannual time scales, Fig. 3 plots
time series of observed (dashed curves) and modeled
(solid curves) fields for 1991–2000, showing DMI (top
panel), SSTA in the western antinode region (middle
panel), and SSTA in the eastern antinode region (bot-
tom panel). Both the 1994 and 1997 events and their
intraseasonal variabilities are reproduced reasonably
well by MR (Fig. 3a), with a model–data DMI correla-
tion of 0.83 above 99.5% red noise significance. During
the entire record, interannual variabilities in both the
western and eastern tropical Indian Ocean regions are
simulated reasonably well (Figs. 3b and 3c), the model–

data correlation being 0.74 for the western antinode
and 0.81 for the eastern antinode, both values exceed-
ing the 99.5% significance level. In addition to SST, sea
level variations at intraseasonal and interannual time
scales are well reproduced in solution MR (Fig. 4), the
model–data correlation being 0.84 (0.85) for the west-
ern (eastern) antinode, exceeding the 99.5% signifi-
cance level. A further validation of observed and mod-
eled intraseasonal and interannual variabilities is pro-
vided in section 3.

Differences between solution MR and the data, how-
ever, do exist. The model sometimes significantly un-
derestimates or overestimates the amplitudes of in-

FIG. 3. (a) Time series of observed (dashed curves) and modeled (solid curves) DMI during 1991–2000. The observed data are from
the NOAA OI weekly SST data, and the model SST are based on the 3-day-mean MR solution. The 10-yr weekly (3-day mean)
climatologies are removed from the observations (model). The two horizontal dashed lines are the one standard deviation value of the
observed DMI. (b) Same as in (a), but for the SSTA averaged over the western antinode region (10°S–10°N, 50°–70°E). (c) Same as
in (a), but for the SSTA averaged over the eastern antinode region (10°S–0°, 90°–110°E). The DMI shown in (a) is defined as the
difference between the SSTA in the western and eastern antinode regions.
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traseasonal SST (Fig. 3). Even for the strong 1994
IOZDM, the eastern antinode cooling is overestimated
in solution MR (Figs. 1a, 1c, and 3c). For the 1997
IOZDM, the eastern basin cooling extends farther west
in MR (Figs. 1b and 1d). These model–data discrepan-
cies may result partly from the uncertainty in the forc-
ing fields, and partly from the inaccuracy of model rep-
resentations for surface heat fluxes and mixed layer
processes. Nevertheless, solution MR produces reason-
able intraseasonal-to-interannual SST, sea level, and
IOZDM events, which indicates that it captures the
major processes that determine the SST and sea level
variability in the region, and so is suitable for the pur-
poses of the present study.

3. Results

In this section, we examine the influence of ISOs on
the three IOZDM events during the 1990s, beginning
with the extremely strong and prolonged 1997 event.
For each event, we first provide observational evidence
for their impact, and then discuss our numerical solu-
tions to identify the basic processes involved.

a. The 1997 event

1) DATA ANALYSIS

Figures 5a–d plot the observed variables along the
equator averaged from 5°S to 5°N for January 1997–

February 1998, showing precipitation and winds (Fig.
5a), sea level from TOPEX/Poseidon altimeter data
(Fig. 5b), and interannual SSTA from NOAA OI
weekly SST data (Fig. 5c), each field bandpassed be-
tween 10 and 105 days, as well as interannual SSTA
from OI without bandpass filtering (Fig. 5d). Figure 5e
is the same as Fig. 5d except for the area 10°S–2°N
average, a latitudinal band in which the eastern anti-
node SSTA is strong (right panels in Fig. 1).

As shown in Figs. 5a and 5b, intraseasonal convection
(gray shades in Fig. 5a) and wind frequently occur at
20–60-day periods, whereas the sea level response shifts
to longer periods near 90 days (Fig. 5b). For example,
strong precipitation occurs in mid-February, the end of
March, and early May, whereas SLA maxima appear at
the end of February and the end of May in the eastern
basin. Wavelet analysis of wind and sea level demon-
strates that during spring 1997, equatorial zonal wind
has significant power at 30–90-day periods, and SLA
is dominated by the near-90-day oscillations (Fig. 6).
Indeed, a spectral analysis of an 8-yr (1993–2000)
record of TOPEX/Poseidon data shows that intrasea-
sonal sea level is dominated by near-90-day oscillations
in the equatorial Indian Ocean, albeit with prominent
interannual variations (Han et al. 2001; Han 2005;
Fig. 6b). The dominant 90-day SLA results from the
winds, which have significant power near 90 days (Han
2005; Fig. 6a), excite a basinwide resonance (section 1;
Han 2005). A noteworthy consequence of resonance is

FIG. 4. (a) Time series of SLA from TOPEX/Poseidon altimeter data with a 3-day resolution (dashed
curves) in the western antinode region, and from the 3-day-mean MR solution (solid curves) for the
period of 1993–2000, a period when the TOPEX/Poseidon data overlap the model integration period.
For both curves, their 8-yr 3-day-mean climatologies are removed, and thus values shown in the figure
include intraseasonal and interannual variabilities. (b) Same as in (a), but for the eastern antinode
region.

676 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 36



that the 90-day response is not obviously related to
the local wind forcing (cf. Figs. 5a and 5b). The reso-
nant response does not require the winds to have a
90-day spectral peak, but it does require the winds to
have a significant power at the 90-day period (Han
2005).

Associated with the 90-day resonance is a high sea
level signal in the eastern basin during August and early

September, coincident with positive SSTA there that
delays the reversal of the equatorial, zonal SST gradi-
ent in the eastern basin by more than a month (Figs. 5b,
5c, 5d, and 2h). This positive SSTA significantly re-
duces the negative SSTA in the eastern antinode region
and restores the negative SSTA to normal by the end of
August (Fig. 5e). Given that the reversal of the equa-
torial zonal SST gradient marks the beginning of the

FIG. 5. (a) Longitude–time plot of intraseasonal (10–105 day) ERA-40 wind stress (arrows) and
intraseasonal CMAP precipitation (gray shades) averaged over 5°S–5°N of the Indian Ocean during
January 1997–February 1998. The Lanczos bandpass filter is applied with half-power points at 10 and 105
days. (b) Same as in (a), but for 10–105-day TOPEX/Poseidon sea level. Positive values are shaded and
negative ones are contoured, with an interval of 2 cm. (c) Bandpass-filtered (10–105 day) interannual
SSTA from (d). (d) NOAA OI weekly interannual SSTA data averaged over 5°S–5°N, based on the
10-yr (1991–2000) SST data. The weekly climatology for the 10-yr period is removed. The portion of the
thick axis on the right-hand side is the time period when the equatorial zonal SST gradient reversed. (e)
Same as in (d), but for averaging over 10°S–2°N. Positive values are shaded and negative ones are
contoured, with an interval of 0.4°C.
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strong phase of IOZDMs (section 1; Fig. 2), the 90-day
resonance delays the starting time for the IOZDM to
enter its strong phase, although a regular dipole event
of 1997 was suggested to begin at an earlier time based
on the occurrence of SSTA in the eastern and western
antinode regions (e.g., Saji et al. 1999; Webster et al.
1999).

Forcing by ISOs can affect SST by changing the sur-
face fluxes and by wind-driven dynamical adjustments.
The close relationship between sea level and SST
anomalies indicates that dynamical adjustments are the
likely cause for the warm SSTAs that delay the reversal
of the equatorial zonal SST gradient and thus delay the
strong IOZDM onset [see section 3a(2)].

During the development and termination of the
event, atmospheric ISOs do not appear to play a sig-
nificant role, as they remain weak from mid-September
through December in most regions of the equatorial
basin, except for the western basin where they are
stronger than they are during normal years (Fig. 5a;
Shinoda and Han 2005). There is, however, a clear ex-
ample of their influence during May before the dipole
onset. At that time, intraseasonal sea level is high in the
eastern equatorial ocean, but SSTAs are negative
across the basin with a maximum amplitude exceeding
1°C. This strong surface cooling must therefore be

caused by the strong winds and convection associated
with the ISO during May, which increases evaporation
and entrainment and reduces shortwave radiation. The
cooling may also result from anomalous advection due
to intraseasonal wind stress forcing.

2) MODEL SOLUTIONS

To isolate the processes by which the ISOs affect
SST, we plot difference fields between pairs of solu-
tions to the ocean model. Figure 7 plots fields from the
difference between solutions MR and BR (solution
MR–BR), which estimates the impact of all intrasea-
sonal forcings (Table 1). It shows longitude–time sec-
tions along the equator for the depth of 20°C isotherm
(D20; Fig. 7a), SLA (Fig. 7b), and interannual SSTA
(Fig. 7c), each bandpassed between 10 and 105 days;
also shown is the interannual SSTA from solution MR
(Fig. 7d). Note that the thermocline depth mirrors
SLA; it shoals (deepens) when sea level drops (rises),
demonstrating that most of the sea level variability is
baroclinic in nature.

The latter three panels in Fig. 7 generally agree with
their counterparts in Fig. 5. For example, the model is
able to simulate the ISO-induced interannual cooling
during May (Figs. 5c and 7c), the cooling in the central

FIG. 6. (a) The local, normalized wavelet power spectra (Torrence and Compo 1998) of ERA-40 zonal
wind stress averaged over the central equatorial basin (5°S–5°N, 60°–90°E) for the period of 1991–98. (b)
Same as in (a), but for TOPEX/Poseidon SLA averaged in the eastern equatorial basin (5°S–5°N,
80°–100°E) for the period of 1994–98. Darker shading indicates higher power. The contour-enclosed
regions are the significance of results exceeding the 95% confidence level.
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and eastern basins during July, and the warming in the
eastern basin during August–September. This warming
coincides with the positive SLA associated with the 90-
day oscillations and explains the delay of the equatorial
zonal SST–gradient reversal (Figs. 5b–d and 7b–d). The
negative SSTAs in the east and positive SSTAs in the
west associated with the IOZDM during September
1997–January 1998 are also reasonably simulated (Figs.
5d and 7d). The eastern basin cooling, however, ex-
tends farther west in the model and is overestimated

during August (Figs. 5d and 7d; also see section 2c).
Additionally, the observed SLA and SSTA fields are
smoother than the modeled ones because mesoscale
variability is removed from the TOPEX/Poseidon
SLAs (Fu 2004) and the NOAA OI SST has a 1° spatial
and weekly temporal resolutions, coarser than 0.5° and
3-day resolutions for HYCOM. Nevertheless, the over-
all agreement confirms the model’s ability to represent
the basic processes that determine intraseasonal and
interannual variabilities.

FIG. 7. (a) Longitude–time plot of bandpass-filtered (10–105 day) 20°C isotherm depth (D20) from
solution MR–BR averaged over 5°S–5°N of the Indian Ocean during January 1997–February 1998. (b)
Same as in (a), but for sea level. (c) Same as in (a), but for interannual SSTA, which is the SSTA from
solution MR–BR with its 3-day-mean climatology for 1991–2000 removed. (d) Interannual SSTA from
solution MR averaged over 5°S–5°N. The 3-day-mean climatology for 1991–2000 is removed. To elimi-
nate high-frequency noise from solution MR, a low-pass filter is applied with half-power point at 10-day
period. Positive values are shaded and negative ones are contoured, with an interval of 2 cm for sea level,
3 m for D20, and 0.4°C for SSTA.
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Figures 8a–c show SSTAs along the equator from
three difference solutions that estimate the influences
of forcing by intraseasonal wind stress alone (solution
MR–TR1), by wind speed alone (solution TR1–TR2),
and by other forcing fields, namely, shortwave and
longwave radiation, air temperature, specific humidity,
and precipitation (solution TR2–BR). To estimate the
impact of ISO-induced advection, Fig. 8d shows

�T � ��u
�T

�x
� �

�T

�y
� �u

�T

�x
� �

�T

�y���t, �2�

where u, 	, and T are the zonal and meridional currents
and SST, respectively, from solution MR, and u, 	, and
T are the same variables from solution BR. According
to (2), 
T measures the rate of change in SST due to
ISO-induced advection for a time interval 
t. The
choice of 
t is arbitrary and we choose 
t � 3 days, the
resolution of the forcing for solution MR.

The difference solutions in Fig. 7 corroborate the
effect of the 90-day waves in delaying the IOZDM to
enter its strong phase, as suggested by the observations
in Fig. 5. During June and July, intraseasonal easterly

FIG. 8. (a) Longitude–time plot of intraseasonal (10–105 day) SSTA from solution MR–TR1, which
isolates the effects of wind stress, averaged over 5°S–5°N of the Indian Ocean during January 1997–
February 1998. (b) Same as in (a), but for solution TR1–TR2, which isolates wind speed effects. (c) Same
as in (a), but for SSTA from solution TR2–BR, which estimates the effects of intraseasonal forcing other
than winds. It primarily represents the effects of intraseasonal radiative fluxes. (d) Same as in (a), but
for estimated SSTA caused by ISOs via horizontal advection. See text for detailed description. Positive
values are shaded and negative ones are contoured, with an interval of 0.4°C.
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winds (Fig. 5a) act to raise the thermocline in the east-
ern equatorial ocean (Fig. 7a), enhancing the upwelling
associated with the IOZDM there. As a result, SST
decreases and the resulting negative SSTAs persist until
the end of July (Figs. 7c,d and 5c,d). From late July to
mid-September, however, the model thermocline deep-
ens by more than 10 m in the eastern basin because of
the 90-day wave (Fig. 7a), reducing or eliminating sea-
sonal upwelling and increasing SST by 0.5°–1.3°C (Figs.
7c,d; 5c,d; and 2h). A comparison of the panels in Fig.
8 confirms these conclusions, showing that the Septem-
ber warming results from forcing by intraseasonal wind
stress (Fig. 8a) rather than by intraseasonal surface
fluxes (Figs. 8b and 8c). Advection due to ISOs con-
tributes to the westward extension of positive (nega-
tive) SSTAs in the eastern basin during early (late)
September (Fig. 8d).

Note that the SSTAs in the eastern basin during mid-
July to mid-September tend to lag the SLAs (and
anomalous thermocline depth) in the same region
(Figs. 5b, 5c, and 7a–7c). This is because upwelling af-
fects the time derivative of SST more than it does the
SST itself and, hence, the delay. Suppose that an up-
welling-favorable Kelvin wave raises the deep ther-

mocline, which is deep enough to inhibit the upwelling
of cold subsurface water. At first, there is no effect on
SST: Only when the thermocline becomes sufficiently
shallow will cool subsurface water finally be able to
upwell to the surface. Thereafter, upwelling will con-
tinue to cool SST until the thermocline deepens again.
Note also that Figs. 5c and 7c show the interannual
SSTA with its 3-day mean climatology removed. When
sea level first shoals in late June (Figs. 5b and 7b),
upwelling associated with the shoaling thermocline will
first act to weaken the positive SSTA that occurred
earlier (Figs. 5c and 7c); as upwelling continues until
the second half of July and thus increases the amount of
colder water to the surface, the SSTA becomes progres-
sively cooler and attains its maximum amplitude near
the end of July. Effects of local intraseasonal winds
complicate the pattern somewhat; but our results above
suggest that upwelling is the dominate process for this
intraseasonal cooling. Following a similar argument,
the warm SSTA at the end of August and early Sep-
tember lags the positive SLA maximum.

The influence of the 90-day wave on the September
warming is more apparent in Fig. 9, which shows the
spatial structure of D20 (left panels) and SSTA (right

FIG. 9. Variations of (left) D20 and (right) SSTA from solution MR–BR, which isolates the effects of intrasea-
sonal forcing during July and September when atmospheric ISOs impact the onset of the IOZDM. Positive values
are shaded and negative ones are contoured, with an interval of 3 m for D20 and 0.5°C for SSTA.
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panels) from solution MR–BR during July and early
September. During July, the 90-day wave causes the
thermocline to shoal in the eastern equatorial ocean
and to deepen in the western and central basins near
and off the equator (Fig. 9a), a typical first-meridional-
mode Rossby wave structure. Associated with this ther-
mocline pattern, SSTA is negative in the eastern equa-
torial ocean, and positive in the central basin with
double maxima off the equator. In contrast, during Au-
gust to early September the thermocline deepens in the
central and eastern equatorial ocean, a typical Kelvin
wave structure. The deepened thermocline suppresses
equatorial upwelling and increases SST by more than
1.4°C.

As noted above, after the reversal of the zonal SST
gradient there are no prominent ISOs during the rest of
the IOZDM. There are, however, still intraseasonal
SSTAs during dipole development, which cause in-
traseasonal variations on interannual SSTA (Figs. 7c,
d). These SSTAs do not always coincide with ther-
mocline displacements (Figs. 7a and 7c), suggesting the
importance of surface heat fluxes and advection (Fig.
8). The SSTAs are generally positive in the western
antinode region during January 1998 (Fig. 7c), which
may contribute to prolonging the event. This contribu-
tion, however, is weak relative to the large-amplitude,
interannual SSTAs there (Figs. 5d and 7d).

During May, atmospheric ISOs cause a deepened
thermocline in the eastern ocean but a basin-scale cool-
ing, consistent with the observations (cf. Figs. 5c,d and
7c,d). This cooling results mostly from intraseasonal
winds (Figs. 8a and 8b), and reduced solar radiation
also makes a small contribution (Fig. 8c). Wind speed
associated with the ISOs causes strong evaporation and
entrainment, resulting in strong cooling (Fig. 8b). Ad-
ditionally, SSTAs caused only by intraseasonal wind
stress are also negative in the central-eastern basin
where the thermocline deepens (Fig. 8a). This is be-
cause intraseasonal wind stress drives strong intrasea-
sonal currents that advect colder SSTAs south of the
equator (not shown) to the central-eastern basin (Fig.
8d). Similar basinwide cooling by an ISO occurs at the
end of March, an event that appears to be significantly
overestimated by the model. The equatorial westerly
wind during May was suggested to affect the circulation
in the Indonesian Seas, by exciting equatorial Kelvin
waves and subsequent coastal Kelvin waves (Sprintall
et al. 2000).

Because of the nonlinearity of the oceanic system,
ISO-induced SSTAs can rectify onto the seasonal cycle
and interannual variability (Waliser et al. 2003; Han et
al. 2004), and thus may exert some influence on the

IOZDM. To illustrate rectification, Figs. 10a–c plot
SSTAs along the equator low-passed at 105 days from
three difference solutions, illustrating the influences of
all intraseasonal forcings (solution MR–BR), wind
stress alone (solution MR–TR1), and wind speed alone
(solution TR1–TR2). The most significant SSTAs are
cooling along the equator during April–June and in the
eastern basin during July, warming (cooling) in the cen-
tral-eastern (western) basin during August–October,
and warming–cooling in the western basin during De-
cember 1997–January 1998. These SSTAs result largely
from intraseasonal winds, and wind stress and wind
speed have comparable effects (Figs. 10b and 10c). In-
traseasonal wind stress can drive large-amplitude ther-
mocline variability that rectifies into low-frequency
(lower than intraseasonal time scale) SST variations by
the nonlinear, entrainment cooling process. Intrasea-
sonal wind stress can also drive strong intraseasonal
currents, which can advect intraseasonal SSTA and
thus cause a low-frequency rectification (not shown).
Intraseasonal wind speed can cause a rectified SSTA
(Fig. 10c) by affecting entrainment cooling.

b. The 1994 event

1) DATA ANALYSIS

For the 1994 dipole, the zonal SST gradient reverses
in August (Fig. 2g), although the negative, persistent
SSTA in the eastern antinode region occurs earlier
(Fig. 11e). The IOZDM reaches a peak during October
when the negative SSTA in the eastern antinode and
the positive SSTA in the western antinode attain their
maxima (Figs. 11d, 11e, and 2g). It then quickly termi-
nates in November.

The strongest intraseasonal event during 1994 is an
eastward-propagating disturbance during November
(Fig. 11a). As noted by Rao and Yamagata (2004), the
rapid and early termination of the event roughly coin-
cides with the November ISO. Note, however, that the
ocean warms in the eastern antinode region during late
October and early November prior to the ISO event,
suggesting that the ISO does not cause the IOZDM
termination by warming the eastern antinode region.
At the same time, intraseasonal sea level dropped by
3–6 cm in the eastern ocean, indicating that ISO-
induced thermocline variability is also not the cause. In
contrast, in the western antinode region, October
warming associated with the ISOs appears to enhance
the IOZDM strength and November cooling acts to
terminate the positive SSTA of the IOZDM (Figs. 11e
and 11d). Earlier in the year, there are moderate in-
traseasonal perturbations in convection and sea level
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across the equatorial basin, but no obvious SSTAs cor-
respond to them (Fig. 11).

2) MODEL SOLUTIONS

Figures 12 and 13, analogous to Figs. 7 and 8, illus-
trate the model’s response during 1994. Intraseasonal
sea level and SSTA variability from the model agree
reasonably well with the observations, although there
are some differences in amplitudes (Figs. 11b–d and
12b–d). For example, intraseasonal cooling during Sep-
tember, warming during October, and cooling again
during November are all well simulated by the model
(Figs. 11c and 12c). Sea level is high (low) in the west-
ern-central (eastern) basin during November, and is
high in the eastern ocean during December.

Consistent with the data analysis, the strongest ISO
influence on the IOZDM is the cooling during Novem-
ber and warming during October in the western anti-
node region. Anomalous convection and westerly
winds associated with the November ISO begin in the
western basin during early November, and they propa-
gate to the eastern ocean from November to December
(Figs. 11a, 2c, and 2g). The ISO cools the SST in the
western and central basins (Fig. 11c), thereby terminat-
ing the positive SSTA of the IOZDM and thus contrib-
uting to the termination of the event. The cooling re-
sults primarily from intraseasonal wind stress and wind
speed (Figs. 13a and 13b) with a smaller contribution
from the reduced shortwave radiation caused by con-
vection (Fig. 13c).

FIG. 10. (a) Longitude–time plot of rectified SSTA forced by ISOs along the Indian Ocean
equator (5°S–5°N average during January 1997–February 1998. It is obtained by applying a
low-pass 105-day filter to the SSTA from the difference solution (MR–BR). (b) Same as in (a),
but for wind stress effects (solution MR–TR1). (c) Same as in (a), but for wind speed effects
(solution TR1–TR2). Positive values are shaded and negative ones are contoured, with an
interval of 0.2°C. Note that the scale is only one-half of the scale for the SSTA in other figures.
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In the east, the negative SSTA returns to normal in
mid-November (Fig. 11d), and the zonal SST gradient
reverses to become eastward (Fig. 2g). As the maxi-
mum SST shifts eastward from October to November,
convection also moves eastward. Consequently, the
eastward propagation of the ISO event might be the
outcome of the western basin cooling and eastern basin
warming, rather than the cause of the warming because
the warm SST leads the strongest convection. This re-

sult appears to be different from Rao and Yamagata
(2004), who suggested that reduced upwelling caused
by the ISO is the cause of the eastern basin warming.

In the beginning of November, ISOs do cause a posi-
tive SSTA in the eastern ocean in a narrow band in
both the data and model, first at the coast and then
somewhat offshore (Figs. 11c and 12c). Figure 13a in-
dicates that the primary cause is ISO-related wind
stress anomalies, which cause the same narrow SSTA

FIG. 11. (a) Longitude–time plot of bandpass-filtered (10–105 day) ERA-40 wind stress (arrows) and
intraseasonal CMAP precipitation (gray shades) averaged over 5°S–5°N of the Indian Ocean during
1994. (b) Same as in (a), but for 10–105-day TOPEX/Poseidon SLA. Positive values are shaded and
negative ones are contoured, with an interval of 2 cm. (c) Bandpass-filtered (10–105 day) interannual
SSTA from (d). (d) NOAA OI weekly interannual SSTA data averaged over 5°S–5°N, based on the
10-yr (1991–2000) SST data. The weekly climatology for the 10-yr period is removed. The portion of the
thick axis on the right-hand side is the time period when the equatorial zonal SST gradient reversed. (e)
Same as in (d), but for averaging over 10°S–2°N. Positive values are shaded and negative ones are
contoured, with an interval of 0.4°C.
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pattern as shown in Figs. 12c and 12d, and this SSTA
pattern results largely from the advection effect (Fig.
13d). In fact, wind anomalies south of the equator force
the warming, and the northwestward-flowing seasonal
currents associated with the IOZDM subsequently ad-
vect the warmer water equatorward and offshore (not
shown). This advective warming, however, is too weak
to terminate the eastern antinode cooling. The SST in
the eastern basin warms by 1.2°–1.6°C from mid-
October to mid-November (Figs. 11d and 12d), whereas

the positive intraseasonal SSTA in early November is
less than 0.4°C in the data and 0.8°C in the model (Figs.
11c and 12c). What then is the major reason for the
eastern antinode warming? Recent work by Halkides
(2005) suggests that the seasonal cycle of winds con-
tributes to the 1994 IOZDM termination. A detailed
investigation on the causes that terminate the IOZDM
is beyond the scope of this study, which focuses on
understanding how ISOs affect IOZDM events.

During July and August, when southeasterly winds

FIG. 12. (a) Longitude–time plot of bandpass-filtered (10–105 day) 20°C isotherm depth (D20) from
solution MR–BR averaged over 5°S–5°N of the Indian Ocean during 1994. (b) Same as in (a), but for sea
level. (c) Same as in (a), but for interannual SSTA, which is the SSTA from solution MR–BR with its
3-day-mean climatology for 1991–2000 removed. (d) Interannual SSTA from solution MR averaged over
5°S–5°N. The 3-day-mean climatology for 1991–2000 is removed. To eliminate high-frequency noise
from solution MR, a low-pass filter is applied with its half-power point at 10-day period. Positive values
are shaded and negative ones are contoured, with an interval of 2 cm for sea level, 3 m for D20, and 0.4°C
for SSTA.
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cause upwelling in the eastern equatorial basin and the
IOZDM begins (Fig. 2c), ISO-induced SSTAs are gen-
erally less than 0.4°C across the basin (Fig. 12c), indi-
cating that ISOs do not significantly impact the
IOZDM onset, which is consistent with the preceding
data analysis. The ISOs, however, do influence the
IOZDM peak. During October, when the IOZDM at-
tains a maximum zonal SST gradient (Fig. 2g), ISO-
induced interannual SSTAs are positive in the western
antinode region with an amplitude of 0.5°–1°C and are
weakly negative in the eastern basin (Fig. 12c), inten-

sifying the dipole strength. Indeed, without intrasea-
sonal forcing (solution BR), the period of warmest
SSTAs occurs in November, whereas with intraseasonal
forcing (solution MR) it occurs in mid-October (not
shown), in agreement with the observations. The west-
ern warming results primarily from the intraseasonal
wind stress forcing a deepened thermocline (Fig. 13a),
and advection in the offshore region may have some
contribution (Fig. 13d). At the same time, northeasterly
winds associated with the ISOs tend to weaken the sea-
sonal southwesterly wind speed in the western equato-

FIG. 13. (a) Longitude–time plot of intraseasonal (10–105 day) SSTA from solution MR–TR1, which
isolates the effects of wind stress, averaged over 5°S–5°N of the Indian Ocean during 1994. (b) Same as
in (a), but for solution TR1–TR2, which isolates wind speed effects. (c) Same as in (a), but for SSTA
from solution TR2–BR, which estimates the effects of intraseasonal forcing other than winds. It primarily
represents the effects of intraseasonal radiative fluxes. (d) Same as in (a), but for estimated SSTA caused
by ISOs via horizontal advection. See text for detailed description. Positive values are shaded and
negative ones are contoured, with an interval of 0.4°C.
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rial ocean during October (not shown), reducing the
total wind speed, decreasing evaporation and entrain-
ment cooling, and thereby increasing SST (Fig. 13b).

c. The 1991 weak event

During 1991, southeasterly winds in the eastern
equatorial basin during July–October (Fig. 2b) cause
upwelling and thus reduce the warm-pool SST (Figs. 2f
and 14b). The zonal SST gradient, however, is not re-
versed, and intraseasonal convection and their associ-

ated westerly winds frequently occur throughout the
year (Figs. 2f, 14a, and 6a).

Winds associated with the ISOs generate large-
amplitude thermocline variations, with an obvious 90-
day oscillation occurring in the eastern basin during
June–September (Figs. 6a and 14d). Associated with
the 90-day wave, the thermocline is deeper than normal
by more than 10 m during June and September. The
thermocline shoals during late July and August, but the
shoaling is confined to the eastern boundary and is con-

FIG. 14. (a) Longitude–time plot of bandpass-filtered (10–105 day) ERA-40 wind stress (arrows) and
intraseasonal CMAP precipitation (gray shades) averaged over 5°S–5°N of the Indian Ocean during
June–December of 1991. (b) NOAA OI weekly interannual SSTA data averaged over 5°S–5°N during
June–December of 1991, based on the 10-yr (1991–2000) SST data. The weekly climatology for the 10-yr
period is removed. (c) SSTA from solution MR–BR, which isolates the effects of ISOs. The 10-yr
3-day-mean climatology is removed. Note that it is not bandpass filtered, and thus the SSTA also
includes rectification effects. To remove high-frequency noise, a low-pass filter is applied with its half-
power point at 10-day period. (d) Same as in (c), but for D20. Positive values are shaded and negative
ones are contoured, with an interval of 0.4°C for SSTA and 3 m for D20.
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siderably weaker than the deepening. This asymmetry
is because higher-frequency ISOs tend to deepen the
thermocline at this time, reducing the shoaling by 90-
day waves. Corresponding to the deep thermocline,
ISO-induced SSTAs are generally positive east of 90°E
from June to early October (Fig. 14c). An exception is
during early September, when strong winds and con-
vection associated with the ISOs act to cool the SST
somewhat in the eastern basin (Figs. 14a and 14c). Note
that Figs. 14c and 14d are not bandpass filtered, and
therefore they also include the rectification effects of
ISOs. The overall effect of the ISOs is to warm the
eastern ocean, which reduces cooling by upwelling as-
sociated with the weak dipole (cf. Figs. 14c and 14b)
and contributes to the premature termination of the
weak event. The SSTAs in the eastern equatorial basin
become positive by the end of September.

4. Summary and discussion

In this paper, the impacts of atmospheric ISOs on
IOZDM events (Fig. 1) are investigated by analyzing
available data and performing ocean model experi-
ments. The 3-day-mean ERA-40 winds and CMAP
pentad precipitation are analyzed to document atmo-
spheric ISOs during normal, weak-IOZDM, and
strong-IOZDM years (Figs. 2a–d, 5a, 11a, and 14a). In
addition, 3-day-mean TOPEX/Poseidon sea level and
NOAA OI weekly SST data are analyzed to provide
evidence for the potential ISO impact on the onset,
development, and termination of the dipole events
(Figs. 2, 5, 11, and 14). To help understand the pro-
cesses involved, a suite of ocean model experiments
covering the period 1988–2001 are obtained using a ver-
sion of HYCOM confined to the tropical Indian Ocean.
Solution MR is forced by the 3-day-mean ERA-40
fields, CMAP pentad precipitation, and 3-day ISCCP
radiative fluxes, whereas solution BR is forced by the
low-passed version of the above fields, using a Lanczos
digital filter with the half-power point at 105 days. Two
additional experiments are performed, allowing esti-
mates of the separate effects of intraseasonal wind
stress, wind speed, and other factors (e.g., radiative
fluxes) to be assessed.

Our results demonstrate that atmospheric ISOs can
have a significant impact on the onset and termination
of strong dipole events, causing them to be irregular.
Our most prominent result is that a basinwide reso-
nance of Kelvin and Rossby waves near the 90-day pe-
riod in the equatorial Indian Ocean can cause large-
amplitude thermocline variability, delaying the reversal
of the equatorial zonal SST gradient (an important in-
dicator for a strong IOZDM) of 1997 by over a month

(section 3a). Because of the resonance, sea level and
thermocline depth have their strongest response near
the 90-day period (Fig. 6), although zonal winds that
force the ocean generally have their strongest spectral
peaks at 30–60 days (Han 2005). Associated with the
resonant 90-day waves, sea level is high and the ther-
mocline is deep in the eastern equatorial Indian Ocean
during August and early September (Figs. 5 and 7),
which reduce the equatorial upwelling caused by the
anomalously strong, seasonal southeasterly winds and,
thus, weaken the eastern antinode cooling and delay
the reversal of equatorial zonal SST gradient. For the
1997 IOZDM, the zonal SST gradient reverses in mid-
September in the warm-pool region (Fig. 2h), in con-
trast to the 1994 dipole whose SST gradient reverses in
early August (Fig. 2g; section 3b). In responding to the
reversed SST gradient, ISOs are significantly reduced
or even disappear in the central and eastern equatorial
Indian Ocean, although they are somewhat enhanced in
the western basin (Fig. 2d). Consequently, ISOs do not
have a significant effect on the development and ter-
mination of the 1997 IOZDM.

The resonant excitation of Kelvin and Rossby waves
at the 90-day period does not require zonal winds to
have a 90-day peak. It does, however, require the winds
to have power at 90 days. A likely source of this power
is intraseasonal variability associated with the ISOs,
which covers a broad spectral band (G. Kiladis 2004,
personal communication). Another possible source is
the climatological annual cycle, for which higher har-
monics are not negligible.

Interestingly, winds at the 90-day period have an evi-
dent interannual variability. During both the 1997
strong IOZDM and 1991 weak IOZDM, zonal winds
have significant power at the 90-day period (Fig. 6) and
resonant waves are evident. The deepened thermocline
associated with a 90-day oscillation during June and
September 1991 contributes to the premature termina-
tion of the weak dipole (Fig. 14; section 3c). Given that
the strong IOZDM events usually last only for 3–4
months (90–120 days), a significant impact of ISOs on
the IOZDM through the 90-day waves is expected.

During 1994, winds at the 90-day period are weak
and thus 90-day waves are not strongly excited (Fig. 6).
Instead, a strong ISO event during November contrib-
utes to the early and quick termination of the IOZDM
primarily by cooling the western antinode region. This
cooling arose from increased evaporation and entrain-
ment, wind stress–induced thermocline variability, and
reduced incoming solar radiation due to increased con-
vection (Figs. 11c, 12c, and 13; section 3b). Addition-
ally, the ISOs considerably enhanced the western basin
warming during October, intensifying the dipole
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strength. In the east, warming due to ISOs in early
November resulted primarily from horizontal advec-
tion, and this warming contributes only somewhat to
the IOZDM termination (section 3b).

These results suggest that for the strong dipole
events, southeasterly winds are sufficiently strong in the
eastern tropical Indian Ocean for upwelling to reverse
the zonal SST gradient along the equator. For these
cases, atmospheric ISOs are significantly weakened in
the central and eastern equatorial ocean but are en-
hanced in the western basin (Fig. 2). Consequently,
ISOs can have a significant impact on the strong
IOZDM onset by affecting its eastern antinode, when
the ISOs are not modulated by the IOZDM (such as
the 1997 event). Once the strong dipole begins, the
ISOs can also affect the IOZDM development and ter-
mination primarily through influencing the western an-
tinode region, where ISOs are enhanced by the re-
versed SST gradient (such as the 1994 event). For the
weak dipole, however, the anomalous southeasterlies
are not so strong. The deepened thermocline associated
with the resonant 90-day waves can further weaken and
terminate the event.
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