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ABSTRACT

This paper examines the sensitivity of sea surface temperature (SST) to water turbidity in the Black Sea using
the eddy-resolving (;3.2-km resolution) Hybrid Coordinate Ocean Model (HYCOM), which includes a nonslab
K-profile parameterization (KPP) mixed layer model. The KPP model uses a diffusive attenuation coefficient of
photosynthetically active radiation (kPAR) processed from a remotely sensed dataset to take water turbidity into
account. Six model experiments (expt) are performed with no assimilation of any ocean data and wind/thermal
forcing from two sources: 1) European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA)
and 2) Fleet Numerical Meteorology and Oceanography Center (FNMOC) Navy Operational Global Atmospheric
Prediction System (NOGAPS). Forced with ECMWF, experiment 1 uses spatially and monthly varying kPAR

values over the Black Sea, experiment 2 assumes all of the solar radiation is absorbed at the sea surface, and
experiment 3 uses a constant kPAR value of 0.06 m21, representing clear-water constant solar attenuation depth
of 16.7 m. Experiments 4, 5, and 6 are twins of 1, 2, and 3 but forced with NOGAPS. The monthly averaged
model SSTs resulting from all experiments are then compared with a fine-resolution (;9 km) satellite-based
monthly SST climatology (the Pathfinder climatology). Because of the high turbidity in the Black Sea, it is
found that a clear-water constant attenuation depth (i.e., expts 3 and 6) results in SST bias as large as 38C in
comparison with standard simulations (expts 1 and 4) over most of the Black Sea in summer. In particular, when
using the clear-water constant attenuation depth as opposed to using spatial and temporal kPAR, basin-averaged
rms SST difference with respect to the Pathfinder SST climatology increases ;46% (from 1.418C in expt 1 to
2.068C in expt 3) in the ECMWF forcing case. Similarly, basin-averaged rms SST difference increases ;36%
(from 1.398C in expt 4 to 1.898C in expt 6) in the NOGAPS forcing case. The standard HYCOM simulations
(expts 1 and 4) have a very high basin-averaged skill score of 0.95, showing overall model success in predicting
climatological SST, even with no assimilation of any SST data. In general, the use of spatially and temporally
varying turbidity fields is necessary for the Black Sea OGCM studies because there is strong seasonal cycle
and large spatial variation in the solar attenuation coefficient, and an additional simulation using a constant kPAR

value of 0.19 m21, the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) space–time mean for the Black Sea,
did not yield as accurate SST results as experiments 1 and 4. Model–data comparisons also revealed that relatively
large HYCOM SST errors close to the coastal boundaries can be attributed to the misrepresentation of land–
sea mask in the ECMWF and NOGAPS products. With the relatively accurate mask used in NOGAPS, HYCOM
demonstrated the ability to simulate accurate SSTs in shallow water over the broad northwest shelf in the Black
Sea, a region of large errors using the inaccurate mask in ECMWF. A linear relationship is found between
changes in SST and changes in heat flux below the mixed layer. Specifically, a change of ;50 W m22 in sub-
mixed-layer heat flux results in a SST change of ;3.08C, a value that occurs when using clear-water constant
attenuation depth rather than monthly varying kPAR in the model simulations, clearly demonstrating potential
impact of penetrating solar radiation on SST simulations.

1. Introduction and motivation

The Black Sea is nearly landlocked, except for a nar-
row opening to the Bosporus Strait, resulting in poor
ventilation of the deep waters by lateral fluxes (e.g., Sur
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et al. 1996). Extensive biological activity in the Black
Sea is evident from various studies (e.g., Konovalov
and Murray 2001; Oguz et al. 2001, 2002). The Black
Sea also experiences large volumes of nutrients and con-
taminants from the Danube, Dniepr, and Dniestr Rivers
along the northwestern shelf (e.g., Mee 1992; Guieu and
Martin 2002; Wijsman et al. 2002). Permanent high tur-
bidity due to the biological activities and river sources
exists in the region because strong density stratification
effectively inhibits vertical mixing and ventilation of
subpycnocline waters from the surface. Thus, prediction
of upper-ocean quantities in the region is closely tied
to water turbidity in modeling studies.
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TABLE 1. The eddy-resolving ocean models commonly used in previous Black Sea studies: POM, MOM, DieCAST, and GHER. The
numerical ocean model used in each study is given, along with its approximate grid resolutions in latitude and longitude (lat 3 lon) and
the number of layers/levels in the vertical direction. Zonal grid spacing (km) is calculated using Dx 5 111.2 3 cos(438) 3 Dlon, where 18
ø 111.2 km and the central latitude is taken as 438 in the Black Sea. Meridional grid spacing (km) is calculated using Dy 5 111.2 3 Dlat.
HYCOM uses a 1⁄258 Mercator grid, which is square (i.e., Dx 5 Dy) everywhere.

Black Sea eddy-resolving
numerical modeling studies

OGCM
used

OGCM grid resolution

lat 3 lon (8) Dx 3 Dy (km)
Layers in

vertical direction

Oguz et al. (1995)
Stanev et al. (1995)
Oguz and Malanotte-Rizzoli (1996)
Rachev and Stanev (1997)
Staneva and Stanev (1998)

POM
MOM
POM
MOM
MOM

1/108 3 1/108
1/48 3 1/38
1/108 3 1/108
1/108 3 1/68
1/48 3 1/38

08.5 3 11.5
27.0 3 28.0
08.5 3 11.5
14.0 3 11.0
27.0 3 28.0

18
11
18
22
24

Staneva et al. (1999)
Stanev and Rachev (1999)
Stanev and Beckers (1999)
Stanev and Staneva (2000)
Kourafalou and Stanev (2001)

MOM
MOM
GHER
MOM
POM

1/48 3 1/38
1/108 3 1/68
1/88 3 1/68
1/128 3 1/98
1/128 3 1/98

27.0 3 28.0
14.0 3 11.0
15.0 3 15.0
09.0 3 09.0
09.0 3 09.0

24
06
25
24
16

Grégoire and Lacroix (2001)
Stanev and Staneva (2001)
Staneva et al. (2001)
Beckers et al. (2002)
Beckers et al. (2002)
This study

GHER
MOM
DieCAST
GHER
GHER
HYCOM

1/258 3 1/178
1/128 3 1/98
1/128 3 1/98
1/88 3 1/68
1/258 3 1/178
1/328 3 1/258

05.0 3 05.0
09.0 3 09.0
09.0 3 09.0
15.0 3 15.0
05.0 3 05.0
03.2 3 03.2

25
24
20
25
25
15

Ocean general circulation models (OGCMs) with
mixed layer submodels are necessary to explain air–sea
interactions and upper ocean characteristics, such as sea
surface temperature (SST). Prediction of SST on a wide
variety of temporal and spatial scales is the focus of
this paper. Realistic SST predictions from OGCMs are
particularly needed over the biologically active Black
Sea. For example, complex biogeochemical models in-
clude SST when constructing a mathematical framework
for studying the ecosystem of the region (e.g., Oguz et
al. 2002). In addition, given that SST is an active par-
ticipant in thermodynamic exchanges from ocean to at-
mosphere, obtaining accurate SSTs from an OGCM be-
comes an important issue in the Black Sea, a region
with many competing processes that are not accurately
known, including air–sea exchange, oceanic transport,
and vertical mixing.

In general, an OGCM needs to use the best available
turbidity fields to predict upper ocean quantities in-
cluding the SST (e.g., Murtugudde et al. 2002; Kara et
al. 2004). The reason is that the optical properties of
the upper ocean can markedly change the dynamical
response of the mixed layer to atmospheric forcing, such
as wind stress and heat fluxes (Kara et al. 2005a, here-
inafter KWH). Not surprisingly, previous modeling
studies showed that SST is sensitive to the vertical dis-
tribution of the absorbed solar flux (e.g., Schneider and
Zhu 1998; Rochford et al. 2001) due to the fact that the
upper ocean is relatively transparent to solar radiation.
In particular, ;50% of the insolation penetrating the sea
surface is composed of wavelengths longer than 780 nm
(Morel and Maritorena 2001). The near-infrared radia-
tion is absorbed and converted to heat near the ocean
surface. Ultraviolet radiation has a wavelength of ,400
nm and forms only a small fraction of the total radiation

(Lalli and Parsons 1997). The remaining 50% of the
radiation comprises the visible spectrum with wave-
lengths between 400 and 700 nm that penetrate deeper
into the ocean (e.g., Liu et al. 1994). These are ap-
proximately the same wavelengths used by plants in
photosynthesis, so these wavelengths are commonly re-
ferred to as photosynthetically active radiation (PAR).

Given that the attenuation of PAR (kPAR) is very large
in the Black Sea all year and the mixed layer depth
(MLD) is very shallow, especially in summer (Kara et
al. 2005b), an accurate treatment of insolation penetra-
tion is needed for Black Sea OGCM studies. This re-
quires the use of spatially and temporally varying tur-
bidity fields. Thus, the Black Sea OGCM studies should
use ocean turbidity at high spatial resolution as part of
the heat flux forcing. This can be achieved by using
remotely sensed attenuation depths in the parameteri-
zation of solar subsurface heating. By doing so, the
time-varying solar penetration schemes can then treat
attenuation as a continuous quantity, which is an im-
provement over the use of a few discrete attenuation
values corresponding to classical Jerlov water types
(Jerlov 1976). In fact, KWH also concluded that a single
Jerlov water type could not be used for predicting strat-
ification and surface currents in the Black Sea by dem-
onstrating the impact of using a remotely sensed atten-
uation depth climatology that is applicable to any
OGCM that has fine vertical resolution near the surface.

Predicting variations in SST associated with eddies
requires eddy-resolving OGCMs. However, there are
only a limited number of numerical ocean modeling
studies for the Black Sea (Table 1). The OGCMs most
commonly used in the Black Sea have been earlier ver-
sions of the Princeton Ocean Model (POM) and the
Modular Ocean Model (MOM). The POM is a free-
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surface primitive equation ocean model for an incom-
pressible, Boussinessq, and hydrostatic fluid (e.g.,
Blumberg and Mellor 1987). It employs bottom-follow-
ing s coordinate and coast-following orthogonal cur-
vilinear coordinate systems and includes the level-2.5
turbulence closure scheme of Mellor and Yamada
(1982). The very early version of the z-coordinate MOM
used in Black Sea model studies (e.g., Stanev et al. 1995;
Stanev and Stenava 2001) is based on Bryan (1969). A
few other eddy-resolving OGCMs have also been used
in the Black Sea studies. For example, Stanev and Beck-
ers (1999) performed Black Sea simulations with the
Geohydrodynamics Environment Research (GHER)
model, which is based on the primitive equations (Nih-
oul et al. 1989; Beckers 1991), following a few fine-
resolution (5 km 3 5 km) GHER model studies (Gré-
goire and Lacroix 2001; Beckers et al. 2002). Staneva
et al. (2001) examined sea surface circulation using the
Dietrich Center for Air–Sea Technology (DieCAST)
model, a primitive equation, z-level, hydrostatic, fully
conservative, and Boussinessq OGCM (Dietrich 1997).

The main focus of the OGCM studies mentioned
above (see also Table 1) was to examine the dynamics
of the Black Sea ocean circulation and realism of the
simulated circulation features. In particular, upper-ocean
circulation including the Rim Current system, interior
cells involving various gyres, and eddies was examined.
These features are well-known characteristics of the up-
per-ocean Black Sea circulation (e.g., Sur et al. 1994;
Korotaev et al. 2001; Zatsepin et al. 2003). However,
none of these OGCM studies directly examined SST
predictions in the Black Sea or gave any indication of
the effect of water turbidity on the OGCM results, the
focus of this paper. For this purpose, we use the Hybrid
Coordinate Ocean Model (HYCOM) with ;3.2 km res-
olution in the horizontal and vertical resolution as fine
as 3 m near the sea surface. HYCOM uses the layered
continuity equation to make a dynamically smooth tran-
sition from isopycnal coordinates in the stratified ocean
to a terrain-following coordinate in shallow coastal re-
gions, and to z-level coordinates in the mixed layer and/
or unstratified seas. Such a hybrid coordinate model
approach is optimal for the Black Sea because of the
steep continental slope and the wide shelf in some re-
gions. HYCOM is designed to make an accurate tran-
sition between deep and shallow water, historically a
challenging problem for ocean models.

In this paper, our main purpose is threefold: 1) to
demonstrate the capability of HYCOM to predict cli-
matological SST on monthly time scales and discuss the
effects of two different atmospheric forcing sets on the
model simulations, 2) to examine effects of water tur-
bidity and subsurface solar radiation on the SST sim-
ulations using a monthly mean attenuation depth cli-
matology as constructed from a remotely sensed dataset,
and 3) to perform extensive model–data comparisons
using a set of statistical metrics along with evaluation
criteria for SST simulation sensitivity to turbidity and

solar attenuation depths effects. Accordingly, this paper
is organized in the following manner. Section 2 briefly
describes the OGCM (HYCOM) used in this paper along
with its application to the Black Sea. Section 3 presents
the model simulations and discusses the differences be-
tween net heat flux at the sea surface and the penetrating
heat flux amount based on various water turbidity levels.
Section 4 presents SST model–data comparisons. Sec-
tion 5 investigates a possible linear relationship between
sub-mixed-layer heat flux changes and SST changes in-
the model, and hence the potential impact of sub-mixed-
layer heat flux on simulated SST accuracy. Conclusions
are given in section 6.

2. Ocean model description

HYCOM has a generalized vertical coordinate as de-
scribed in Bleck (2002). It behaves like a conventional
s (terrain following) model in very shallow oceanic
regions, like a z-level coordinate model in the mixed
layer or other unstratified regions, and like an isopycnic-
coordinate model in stratified regions. The transition
between coordinate types is made dynamically in space
and time via the layered continuity equation.

The model contains a total of five prognostic equa-
tions: two for the horizontal velocity components, a
mass continuity or layer thickness tendency equation,
and two conservation equations for a pair of thermo-
dynamic variables, such as salt and temperature or salt
and density. KWH added a new sea surface energy bal-
ance that accounts for spatial and temporal water tur-
bidity as also summarized in section 2a. Here, we pre-
sent a new parameterization of longwave flux as a re-
laxation term (see section 2b). Both of these additions
are designed to improve the prediction of upper ocean
quantities, especially SST.

HYCOM uses a nonslab K-profile parameterization
(KPP) mixed layer submodel (Large et al. 1994, 1997).
The KPP is a first-order turbulence closure ocean sur-
face boundary layer model that is intermediate in com-
putational complexity between bulk mixed layer models
and second-order turbulence closures. It is currently the
standard mixed layer submodel for HYCOM because it
is relatively insensitive to low vertical resolution, and
the hybrid coordinate approach tends to require fewer
layers/levels than fixed vertical coordinate approaches.
The KPP scheme provides mixing from surface to bot-
tom, matching the large surface boundary layer diffu-
sivity/viscosity profiles to the weak diapycnal diffusiv-
ity/viscosity profiles of the interior ocean. There are
numerous advantages to this model. In the ocean inte-
rior, the contribution of background internal wave
breaking, shear instability mixing, and double diffusion
(both salt fingering and diffusive instability) are param-
eterized. In the surface boundary layer, the influences
of wind-driven mixing, surface buoyancy fluxes, and
convective instability are parameterized. The KPP sub-
model also parameterizes the influence of nonlocal mix-
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FIG. 1. Percentage of penetrating shortwave radiation remaining
below the sea surface vs depth. A few example profiles are shown
for a few selected kPAR values: 0.04, 0.06, 0.07, 0.12, 0.20, and 0.50
m21. The corresponding solar attenuation depths ( ) are given in21kPAR

parentheses. The small panel inside the figure is intended to dem-
onstrate shortwave radiation values remaining below the surface from
1 to 21 m. The HYCOM kPAR values of 0.04345, 0.0500, 0.0588,
0.0714, 0.1266, and 2.00 m21 correspond to Jerlov I, IA, IB, II, III,
and mud cases, respectively. It must be emphasized that HYCOM
subsurface heating parameterization includes spatially and temporally
varying kPAR values rather than the discrete Jerlov water types. The
model uses a 0.5-m e-folding depth for the red spectrum. For large
kPAR values (e.g., kPAR . 0.50 m21) it matters little what fraction is
in the each band because both bands have small e-folding depths of
0.5 m.

ing of temperature and salinity, which permits the de-
velopment of countergradient fluxes. It is semi-implicit,
requiring multiple iterations.

a. Surface energy balance

Prior to executing the KPP algorithm, surface fluxes
of thermodynamic variables and momentum are distrib-
uted entirely over the uppermost model layer, with the
exception of penetrating shortwave radiation. Short-
wave radiation can penetrate to deeper layers, with the
penetration depth depending on water turbidity. The fol-
lowing contains a comparison of the previous HYCOM
subsurface heating approach and the one used in this
paper.

Traditionally, the two-component (red and blue light)
exponential decay model of Jerlov (1976) was used to
calculate penetrating shortwave radiation in HYCOM
(Halliwell 2004). The depth of penetration was a func-
tion of water turbidity, represented by the Jerlov water
type, which was same everywhere in time and space.
Given the incoming shortwave radiation flux S0 at the
surface, the flux passing through model interface k, lo-
cated at pressure pk, was expressed as follows:

2p 2pk11 k11S 5 S r exp 1 (1 2 r) exp , (1)k 0 1 2 1 2[ ]b bR B

where r is the fraction of light that is red, bR is the
penetration depth scale of red light, and bB is the pen-
etration depth scale of blue light. The r values for the
classical Jerlov water types (types I, IA, IB, II, and III)
are 0.58%, 0.62%, 0.67%, 0.77%, and 0.78%, respec-
tively. The corresponding bR values are 0.35, 0.60, 1.00,
1.50, and 1.40 m, and similarly, the bB values are 23.0,
20.0, 17.0, 14.0, and 7.9 m, respectively. Note bR values
increase with increasing turbidity because the fraction
of red light also changes.

In this paper, we use the spatially and temporally
varying satellite-based attenuation coefficients (kPAR) in-
stead of a constant Jerlov value everywhere (Fig. 1).
With the new subsurface heating scheme introduced in
Kara et al. (2005a), in detail, the net heat flux absorbed
from the sea surface down to depth z[Q(z)] is param-
eterized as follows:

Q(z) 5 Q(0) 1 [Q (0) 2 Q (z)], (2)sol sol

Q(0) 5 Q 1 Q 1 Q , (3)LW L S

Q (z)/Q (0) 5 (1 2 g) exp(2z/0.5)sol sol

1 g exp(2zk ), and (4)PAR

g 5 max(0.27, 0.695 2 5.7k ), (5)PAR

where Q(0) is net heat flux absorbed at the sea surface,
Qsol(0) is total shortwave radiation at the sea surface,
Qsol(z) is remaining (unabsorbed) shortwave radiation
at depth z, QLW is the downward net longwave radiation,

QL is the downward latent heat flux and QS is the sen-
sible heat flux. The HYCOM’s ‘‘surface’’ heat flux is
not Q(0), but rather the near-surface flux absorbed in
layer 1 [e.g., Q(3 m) when the top model layer is 3 m
thick]. Thus, Q(0) does not include Qsol(0). None of
Qsol(0) is absorbed at the surface although (1 2 g)% is
absorbed very near the surface. In Eq. (4), the red pen-
etration scale is 2 m, and the blue penetration scale is
1/kPAR. In summary, the optical-depth-dependent atten-
uation of subsurface heating in HYCOM involves kPAR.
Spatial and temporal variability of monthly mean kPAR

used in model simulations is further discussed in section
4b.

In Eq. (3), QL and QS are calculated using model SST
and the bulk formulas of Kara et al. (2002) at each model
time step. Net solar radiation (net shortwave radiation
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FIG. 2. A linear approximation to the blackbody radiation correction
based on the original cubic function. The Ts values shown on the x
axis are SSTs from 228 to 328C, a representative of the global ocean.
The Stefan–Boltzmann constant (s) in the cubic formulation is 5.67
3 1028. For simulations using interannual atmospheric forcing, the
SST used to derive QLW is usually available, and it can be read in as
an additional ‘‘forcing’’ term. Note that this typically is not an ac-
curate SST on the scales of a high-resolution ocean model. Thus, on
the smallest scales this is a genuine and needed longwave correction.
For coupled atmosphere–ocean models, the atmospheric model is
presumably using the ocean SST and so the correction would be zero
if they are both on the same grid. There could still be a longwave
correction if the ocean model was on a finer grid than the atmospheric
model.

plus net longwave radiation) is so dependent on cloud-
iness that this is taken directly from the European Centre
for Medium-Range Weather Forecasts (ECMWF) [or
Navy Operational Global Atmospheric Prediction Sys-
tem (NOGAPS)] for use in the model, except for a mod-
ification to longwave radiation based on the model SST
as discussed in section 2b. Basing fluxes on the model
SST automatically provides a physically realistic ten-
dency toward the correct SST. If the model SST is too
high or low, the flux is reduced or increased relative to
that from the correct SST. The trend toward reality is
typically sufficient on its own to keep the model SST
approximately on track.

b. Longwave radiation effects on SST

Blackbody longwave radiation into the ocean depends
only on SST (Ts) as follows:

4Q 5 20.98s(T 1 273.16) ,bb s (6)

where the Stefan–Boltzmann constant (s) is 5.67 3
1028. There is a negative sign because this is heat lost
from the ocean.

The net longwave flux is the sum of this upward
blackbody term and the downward atmospheric long-
wave flux. It is dependent on cloudiness, and this is one
reason why OGCMs, such as the Naval Research Lab-
oratory Layered Ocean Model (NLOM) with an em-
bedded mixed layer (Wallcraft et al. 2003), take the net
longwave flux as an input atmospheric field. However,
the blackbody flux is independent of cloudiness, and it
is not clear that the downward atmospheric longwave
flux is significantly dependent on SST as opposed to the
air temperature. Common approximations of the net
longwave flux assume that Ts, air temperature, and
cloudiness are all related to the atmospheric longwave
flux (e.g., Gupta et al. 1992), but the most recent mid-
to high-latitude approximation (Josey et al. 2003) sug-
gests that the atmospheric longwave component depends
on air temperature and cloudiness alone.

If we assume that Qbb is the only Ts dependent com-
ponent of QLW and that it was calculated with a SST of
Tso, potentially different from the model SST of Ts,

Q (T ) 5 Q (T ) 1 Q (T ) 2 Q (T ), (7)LW s LW so bb s bb so

Q (T ) 5 Q (T ) 1 Q9 (T )(T 2 T ), and (8)LW s LW so bb s s so

3Q9 5 20.98s4.0(T 1 273.16) . (9)bb s

Here, it is noted that the approximation (8) is obtained
by assuming (Ts 2 Tso) is small in (7). The cubic equa-
tion (9) is in turn very well approximated by a linear
fit over the range from 22 to 32 (Fig. 2). This linear
fit is given by

Q9 ø 24.506 2 0.0554T .bb s (10)

The total range is small (24.4 to 26.3 W m22 8C21).
Thus, a constant value of 25.3 W m22 8C21 is a fairly
good approximation to the blackbody radiation correc-

tion. Overall, this is a much smaller effect than that of
SST variations on latent and sensible heat fluxes, already
allowed for by HYCOM; however, it is in the right
direction (e.g., a warm SST anomaly produces cooling
longwave anomaly).

For simulations using climatological atmospheric
forcing, it is reasonable to assume that the climatological
SST (Tc) was used to generate the longwave flux. The
blackbody correction can therefore be approximated as
a relaxation term:

Q (T ) 5 Q (T ) 2 5.3(T 2 T ).LW s LW c s c (11)

HYCOM already has such a term, expressed as an equiv-
alent depth (H), for a 30 day e-folding time as follows:

(HC r )pw 0Q 5 (T 2 T ), (12)relax c s(30 3 86 400)

where Cpw is specific heat of water (3990 J kg21 K21)
and r0 is the water density (1000 kg m23). Based on (12),
the H must be 3.5 m to get 5.3 W m22 8C21. Similarly,
the H must be 3 m to get 4.6 W m22 8C21. This relatively
small relaxation term is well justified, based on the need
for a blackbody correction. All simulations presented in
this paper use a H value of 3.5 m.

c. Black Sea model

The Black Sea model has a resolution of 1⁄258 3
1⁄258 cos(lat), (longitude 3 latitude) (;3.2 km), which
is at least a factor of 3 finer grid spacing than most
of the earlier OGCM studies shown in Table 1. There
are 15 hybrid layers (10 predominantly isopycnal—and
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TABLE 2. The six HYCOM simulations performed. The wind and thermal forcing (i.e., air temperature at 10 m, air mixing ratio at 10 m,
and shortwave and longwave radiation) are from the 6-hourly ECMWF and FNMOC NOGAPS. There is only weak relaxation to climatological
MODAS sea surface salinity in the model simulations. There is no relaxation to an SST climatology and no subsurface relaxation to
climatological temperature or salinity. The net freshwater balance (Pnet) in the model is expressed as Pnet 5 E 2 P 1 Priver 1 PBosp., where
E is evaporation (due to latent heat flux) calculated at each model time step, P is precipitation due to rain or snow, Priver is due to rivers
parameterized as precipitation, and PBosp. is ‘‘negative precipitation’’ (i.e., evaporation) due to the transport from the Bosporus Strait. The
Bosporus is considered a negative precipitation field to close the evaporation minus precipitation budget in the Black Sea.

Expt kPAR Description of the experiment Forcing

1
2
3
4
5
6

Variable
99 m21

0.06 m21

Variable
99 m21

0.06 m21

Spatial and temporal attenuation depths
All solar radiation absorbed at the surface
Clear-water constant attenuation depth of 16.7 m
Spatial and temporal attenuation depths
All solar radiation absorbed at the surface
Clear-water constant attenuation depth of 16.7 m

ECMWF
ECMWF
ECMWF
NOGAPS
NOGAPS
NOGAPS

5 always z—levels) in the model. HYCOM needs fewer
vertical coordinate surfaces than, say, a conventional z-
level model because isopycnals are more efficient in
representing the stratified ocean (see KWH for details).
The density values for the isopycnals and the decreasing
change in density between isopycnal coordinate surfaces
are based on the density climatology from Modular
Ocean Data Assimilation System (MODAS) (Fox et al.
2002) as explained in KWH, in detail. The model is
also initialized using the temperature and salinity pro-
files from the MODAS climatology. The bottom topog-
raphy in the Black Sea model was constructed using
various sources, including the 1-min subregion of NA-
VOCEANO’s DBDB-V that covers the Mediterranean
Sea, including the Aegean Sea and Black Sea. It was
first interpolated to the model grid; then, smoothed twice
with a nine-point real smoother to reduce topographic
energy generation at scales poorly resolved by the mod-
el.

The climatological atmospheric forcing fields read
into the model are wind stress and thermal forcing (air
temperature and air mixing ratio at 10 m above the sea
surface, net shortwave radiation at the sea surface, and
net solar radiation, which is the sum of net shortwave
radiation and net longwave radiation at the sea surface).
The model simulations presented in this paper use wind/
thermal forcing from two different archived weather
center products: 1) the 1.1258 3 1.1258 ECMWF re-
analysis (ERA; Gibson et al. 1997), which spans 1979–
93, and 2) the 1.08 3 1.08 Fleet Numerical Meteorology
and Oceanography Center (FNMOC) NOGAPS from
1998 to 2002 (Rosmond et al. 2002). All model simu-
lations were performed using climatological monthly
mean forcing fields. However, a high-frequency wind
stress component was added to the climatological wind
forcing because monthly winds do not produce realistic
MLDs (Wallcraft et al. 2003). The net heat flux at a
given depth in the model includes effects of turbidity
through the monthly kPAR fields based on the Sea-View-
ing Wide Field-of-View Sensor (SeaWiFS) as shown in
section 2a.

The model treats rivers as a runoff addition to the
surface precipitation field, which is also used for the

evaporation minus precipitation budget. The river flow
is first applied to a single ocean grid point and smoothed
over surrounding ocean grid points, yielding a contri-
bution to precipitation in meters per second. In the Black
Sea model, there are a total of six major rivers (Danube,
Dniepr, Rioni, Dniestr, Sakarya, and Kizilirmak) whose
monthly mean climatological river discharge values
were obtained from the readily available River Dis-
charge (RivDIS) dataset (Vörösmarty et al. 1997).

3. Model simulations and mixed layer flux

All HYCOM simulations (Table 2) presented in this
paper are performed with no assimilation of any ocean
data except initialization to climatology. There is only
weak relaxation to sea surface salinity. There is no re-
laxation to a SST climatology and no subsurface relax-
ation to climatological temperature or salinity. The mod-
el is run until it reaches statistical equilibrium using
climatological monthly mean thermal atmospheric forc-
ing, but the wind forcing includes 6-hourly variability.
It takes about 5–8 model years for a simulation to reach
the statistical equilibrium for all parameters.

Climatologically forced model simulations that use
three different kPAR values were performed to investigate
the effects of ocean turbidity on SST (Table 2). For
experiment (expt) 1 (the standard simulation), spatially
and monthly varying kPAR values interpolated to the HY-
COM grid are used. For experiment 2, all of the solar
radiation is absorbed in the mixed layer by using a very
large kPAR value of 99.9 m21. For experiment 3, the water
turbidity over the Black Sea is set to a constant, kPAR 5
0.06 m21, which is a representative value for clear water
over the global ocean (e.g., Kara et al. 2004). Experi-
ments 1, 2, and 3 use wind/thermal forcing from the
ECMWF, while 4, 5, and 6 are essentially twins of 1,
2, and 3 but using wind/thermal forcing from the NO-
GAPS. In experiments 3 and 6 the e-folding penetration
depth of is 16.7 m. This is close to values used in21kPAR

recent OGCM studies: 17 m (Murtugudde et al. 2002)
and 23 m (Nakamoto et al. 2001). Experiments 2 and
5, which assume all radiation absorbed at the sea sur-
face, represent a traditional OGCM approach (e.g., Yuen
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FIG. 3. The basinwide monthly mean net penetrating heat flux at the sea surface and the penetrating heat flux absorbed
in the mixed layer for HYCOM simulations forced with the climatological ECMWF wind/thermal fluxes (expts 1, 2,
and 3) and NOGAPS wind/thermal fluxes (expts 4, 5, and 6). The difference between these two curves is the shortwave
radiation absorbed below the mixed layer. See Table 2 for a description of each simulation. The monthly means were
formed from the last 4 years of the simulations during model years 5–8. Note that monthly mean flux values were
formed using daily model fluxes. The negative sign represents heat loss from the ocean. The largest difference between
the net penetrating heat flux at the sea surface and the heat flux in the mixed layer occurs in Jun when the shortwave
radiation below the mixed layer is 40, 86, 44, and 97 W m22 for expts 1, 3, 4, and 6, respectively.

et al. 1992). By using a kPAR value of 0.06 m21, the
major purpose is to demonstrate how SST would be
affected if the Black Sea were included as part of a
global ocean model (or Atlantic model) using the clear
water constant attenuation depth assumption.

Before investigating the possible effects of water tur-
bidity on the SST, we first calculate basinwide mean
heat fluxes in the Black Sea (Fig. 3). The mixed layer
flux is the heat flux applied to the mixed layer in the
model simulations. The difference between the basin-
wide mean heat flux at the sea surface and mixed layer
flux is the shortwave radiation absorbed below the
mixed layer. Experiments 2 and 5 assume all radiation
at the sea surface so the basinwide mean heat flux is
equal to the mixed layer flux in these simulations. The
basinwide annual-mean net heat flux at the sea surface

is zero for all experiments because the Black Sea has
closed boundaries. Essentially, a model at equilibrium
must have zero net surface flux, and in HYCOM this
is maintained using the bulk parameterizations (see sec-
tion 2a). The bulk heat flux parameterization provides
a physically realistic feedback between SST and net
fluxes. Any climatologically (i.e., repeated year) forced
case will have zero annual net heat flux, with the annual
mean SST automatically adjusting to make this happen.
Therefore, any annual mean error will be in SST, rather
than in the heat flux balance.

The basinwide annual-mean heat fluxes below the
mixed layer are 17 and 40 W m22 for experiments 1
and 3, respectively. Similarly, they are 20 and 47 W
m22 for experiments 4 and 6. Overall, the clear-water
constant attenuation-depth assumption (i.e., expts 3 and
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6) results in a larger net flux below the mixed layer over
the Black Sea. Large shortwave radiation absorbed be-
low the mixed layer is only seen in spring and summer
(Fig. 3).

4. HYCOM–data comparisons

In this section, several statistical metrics are used to
intercompare monthly mean SSTs obtained from the cli-
matologically forced HYCOM simulations (expts 1–6)
and to compare them with a satellite-based climatolog-
ical SST dataset at each model grid point of the Black
Sea. These comparisons are designed to examine the
sensitivity of model SST to water turbidity. For eval-
uation of the model results, monthly mean SSTs are
formed from daily fields using the last four model years
(years 5–8). An example of a daily SST snapshot is
shown in Fig. 4a to demonstrate the impact of eddies
on SST from the fine-resolution (3.2 km) Black Sea
HYCOM. At least a 4-yr model mean was needed be-
cause HYCOM with 3.2-km resolution has a strong non-
deterministic component due to flow instabilities. These
are a major contribution to the simulated Black Sea
circulation and SST at this resolution.

Given that all forcing in the HYCOM simulations is
climatological, monthly mean HYCOM SSTs can be
compared with climatological monthly mean SSTs. The
climatological SST used in this paper is the Pathfinder
dataset (Casey and Cornillon 1999), which is based di-
rectly on satellite data during 1985–97. It has a reso-
lution of 9.28 km (;9 km). The annual-mean Pathfinder
SST climatology interpolated to the HYCOM domain
is shown in Fig. 4b. The climatology was created by
averaging daily fields into monthly means. Both daytime
and nighttime daily fields are included in each monthly
average. A 7 3 7 median filter is applied to fill in many
of the gaps, and a 7 3 7 median smoother is used for
the entire field to remove small-scale noise. The Path-
finder climatology is preferred for the HYCOM model
comparisons for two main reasons: 1) As explained in
Casey and Cornillon (1999), the Pathfinder climatology
outperforms the commonly used climatologies, such as
the 18 3 18 Met Office Global Ice and Sea Surface
Temperature (GISST) climatology (Rayner et al. 1996);
the 18 3 18 World Ocean Atlas 1994 (WOA94) cli-
matology (Levitus and Boyer 1994), which does not
include the Black Sea at all; and the 18 3 18 National
Oceanic and Atmospheric Administration (NOAA) op-
timal interpolation (OI) SST climatology (Smith and
Reynolds 1998), shown in Fig. 4b, and 2) it has much
finer resolution than the others, which is appropriate for
the fine-resolution Black Sea model used in this paper.

Other observed climatological data sources are avail-
able to validate HYCOM SST, such as the later version
of the NOAA optimal interpolation SST climatology
(Reynolds et al. 2002) and the Comprehensive Ocean–
Atmosphere Data Set (COADS) SST climatology (da
Silva et al. 1994). However, they are still on the 18 3

18 grid. Even though the MODAS climatology described
in section 2c has sufficiently fine resolution to validate
HYCOM SST results, it is a bimonthly dataset and was
already used in the model initilization. Thus, it is not
used for the model–data comparisons.

Here it is noted that annual-mean SST biases between
the Pathfinder climatology and NOAA OI climatology
are not larger than 0.58C in most of the region except
over the northwestern shelf where there is an annual
mean bias up to 28C (Fig. 4b). However, there is a basin-
averaged ECMWF–NOGAPS bias (rms difference) of
0.748C (1.458C) between monthly mean air temperatures
at 10 m above the sea surface from ECMWF and NO-
GAPS over the annual cycle (see section 4a for defi-
nitions of bias and rms difference). This is significant
because 10-m air temperatures are used in the model
simulations as part of the thermal forcing.

a. Statistical metrics

Different statistical measures are considered together
to measure the strength of the relationship between SST
values predicted by the model (HYCOM SST) and those
from the climatology (Pathfinder SST). The latter is in-
terpolated to the model grid for model–data comparisons.
We evaluate time series of monthly mean SST at each
model grid point over the Black Sea. Following Murphy
(1988), the statistical relationship used in comparisons
between the 12 monthly mean Pathfinder SST (X) and
HYCOM SST (Y) can be expressed as follows:

ME 5 Y 2 X, (13)
1/2n1

2rms 5 (Y 2 X ) , (14)O i i[ ]n i51

n1 (Y 2 Y)iR 5 (X 2 X) , and (15)O in (s s )i51 X Y

2 2
s (Y 2 X)Y2SS 5 R 2 R 2 2 ,1 2[ ] [ ]s sX X (16)| | | |

| |
B Bcond uncond

where n 5 12, ME is the mean error, rms is the root-
mean-square difference, R is the correlation coefficient,
SS is the skill score, and ( ) and sX(sY) are the meanX Y
and standard deviations of the Pathfinder (HYCOM)
SST values, respectively. For the 12 monthly SST fields
at each grid point over the Black Sea, the R value be-
tween HYCOM and Pathfinder SST must be at least
60.53 for it to be statistically different from a R value
of zero based on the Student’s t test at the 95% confi-
dence interval (Neter et al. 1988).

The nondimensional SS, given in (16), measures ac-
curacy by including conditional and unconditional bi-
ases (Murphy 1992). It is used for the model–data com-
parisons because one needs to examine more than the
shape of the seasonal cycle, measured using R (and SS).
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FIG. 4. (a) Snapshot of climatologically forced SST on 10 Jun, which was obtained from the HYCOM simulation
forced with ECMWF wind/thermal fluxes. (b) Climatological mean SST and air temperature at 10 m above the sea
surface (Ta) from various products: 9-km Pathfinder SST climatology, which can be accessed through the Earth Observing
System Data and Information System (EOSDIS) Physical Oceanography Distributed Active Archive Center (PO.DAAC)
at the Jet Propulsion Laboratory (JPL), 18 3 18 NOAA SST climatology, which was developed at the Climate Prediction
Center, Ta from 1.1258 3 1.1258 ERA, and Ta from 18 3 18 FNMOC NOGAPS. Annual mean Ta values are over 1979–
93 for ECMWF and 1998–2002 for NOGAPS. All fields shown are interpolated to the Black Sea HYCOM domain.
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The conditional bias (Bcond) is the bias in standard de-
viation of the HYCOM SST, while the unconditional
bias (Buncond) is the mismatch between the mean HY-
COM and Pathfinder SST. A simple definition for SS,
based on rms difference, is SS 5 1 2 (rms)2/ as2s X

given in Murphy and Daan (1985). The value of R2 can
be considered a measure of ‘‘potential’’ skill, that is,
the skill that one can obtain by eliminating bias from
the HYCOM SST. To have skill the model must have
SS . 0, and SS 5 1 is perfect skill. Part of the reduction
in SS values in comparison to R stems from the squaring
of correlation in the SS calculation. Biases are taken
into account in the rms differences, but the latter can
be small where SS and R are poor because the amplitude
of seasonal cycle may be small at some locations.

b. SST predictions from HYCOM

The sensitivity of HYCOM SST to water turbidity is
first examined using annual bias (i.e., ME) maps be-
tween the HYCOM simulations. Climatological annual
mean SST from each experiment is formed (Fig. 5a),
and the departure of HYCOM SST from the 9-km Path-
finder SST is calculated (Fig. 5b). Overall, the SST
errors in the interior are usually smaller than those along
continental boundaries, and the ME for the standard
simulations (expts 1 and 4) that use SeaWiFS-based
spatially and temporally varying attenuation depths is
usually less than 60.58C in the interior of the Black
Sea. In fact, the basin-averaged annual ME values are
20.548, 20.498, and 20.858C for experiments 1, 2, and
3, respectively. Similarly, they are 0.198, 0.258, and
20.078C for 4, 5, and 6.

While the ME is small in experiment 6, which as-
sumes the clear-water constant attenuation depth, rms
difference and (1 2 SS) values are relatively large based
on the basin-averaged SST error statistics (Table 3),
clearly indicating the importance of using various sta-
tistical metrics in deciding which experiment performed
best. When using monthly varying attenuation depth
rather than a clear-water constant attenuation depth of
16.7 m, HYCOM performance in predicting SST in-
creases significantly. In the case of ECMWF wind/ther-
mal forcing, the basin-averaged rms difference increases
;46%, from 1.418C (expt 1) to 2.068C (expt 3). Sim-
ilarly, in the case of NOGAPS wind/thermal forcing,
the basin-averaged rms difference increases ;36%,
from 1.398C (expt 4) to 1.898C (expt 6), much larger
than the annual mean biases. Although the difference
in the basin-averaged annual mean SST bias is small
between two simulations using the same atmospheric
forcing product (e.g., expt 1 vs expt 3 and expt 4 vs
expt 6), there are large biases up to 38C in some indi-
vidual months. In winter, the mean errors (i.e., expt 3
2 expt 1 and expt 6 2 expt 4) are usually positive
(warmer winter SST when Black Sea turbidity is ne-
glected), while the mean difference is usually negative
in summer. Thus, the clear-water assumption gives fairly

small annual mean error, with a winter warm bias and
the summer cool bias tending to cancel each other out.
This lower amplitude in the SST seasonal cycle is re-
flected in a relatively large conditional bias with respect
to the monthly mean Pathfinder SST climatology (Table
3).

Before examining individual monthly mean SST re-
sults from various simulations, we first show basin-av-
eraged monthly mean kPAR values (Fig. 6) as processed
from the daily averaged k490 dataset from SeaWiFS over
the Black Sea during 1997–2001. The basin-averaged
kPAR ranges from 0.14 m21 in July to 0.26 m21 in De-
cember, demonstrating substantial seasonal turbidity
variability in the Black Sea. The reader is referred to
Kara et al. (2005b) for a detailed examination of spatial
and temporal kPAR variability over the Black Sea. The
climatological mean of kPAR fields in February and June
have a similar pattern and amplitude (Fig. 7a) with ba-
sin-averaged values of 0.18 and 0.16 m21. In general,
the smallest kPAR values are usually seen in the eastern-
most part, with typical attenuation depth ( ) values21kPAR

ranging from 5 to 10 m. Earlier Black Sea studies (Gré-
goire et al. 1998; Oguz et al. 2001) reported a light
absorption coefficient of ;0.08 m21. However, our re-
sults based on the SeaWiFS clearly demonstrate that
absorption coefficients of 0.08 m21 are usually repre-
sentative of water around the Turkish coast, well below
the basin-averaged annual mean kPAR value of 0.19 m21.
Not surprisingly, observational studies are based on lim-
ited measurements taken by cruises in the Black Sea,
so they do not represent the spatial and temporal vari-
ability well.

Given that the amount of solar radiation below the
mixed layer in summer is quite large based on the spec-
ification of water turbidity as discussed previously (see
Fig. 3), one would expect larger SST differences be-
tween the experiments in June than in February. This
is evident from the HYCOM simulations (Figs. 7b,c).
In comparison with standard simulations (expts 1 and
4), absorbing all radiation at the sea surface (expts 2
and 5) results in a negligible cold bias for both atmo-
spheric forcing product in February. During this month
the basin-averaged SSTs from experiments 2 and 5 are
0.28 colder than those from experiments 1 and 4 (Table
4). On the other hand, the clear-water assumption (expts
3 and 6) yields SSTs that are ;0.78C warmer than those
from the standard simulations in February. The warm
SSTs are because of relatively deep model MLDs (not
shown), and thus the relatively low amplitude of the
SST seasonal cycle as discussed earlier.

When HYCOM SST from the standard simulation is
compared with the ;9-km-resolution Pathfinder SST
climatology, the model usually gives a warm bias. The
HYCOM SST prediction in the northwestern shelf
shows significant differences in accuracy depending on
the atmospheric forcing product. While there is almost
no bias (or a slightly warm bias) in the NOGAPS wind/
thermal forcing case, a relatively large cold SST bias
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FIG. 5. Model SST comparisons: (a) Annual mean HYCOM SST, and (b) annual mean bias (i.e., ME) with respect to the satellite-based
Pathfinder SST climatology, which has a resolution of ;9 km. Expts 1 and 4 represent the standard simulations that use spatially and
temporally varying attenuation of PAR (kPAR). Note that expts 1, 2, and 3 are forced with ECMWF wind/thermal fluxes, and expts 4, 5, and
6 are forced with NOGAPS wind/thermal fluxes. All model simulations are performed with no assimilation of or relaxation to SST or any
other ocean data.

is evident in the ECMWF wind/thermal forcing case,
indicating an effect of the atmospheric forcing product
on the model simulations. The big difference in SST is
generally attributed to the difference in solar radiation
between the two products and to the different land–sea
masks used in the products (see section 4c). As evident
from spatial plots of shortwave radiation (KWH), the
annual mean difference between ECMWF and NO-
GAPS can be as large as 70 W m22 in the northwestern
shelf.

The effects of water turbidity on the SST predictions
from HYCOM are largest in June (up to 38C), and the
differences between the experiments change sign from
February (Fig. 7c). The assumption of all radiation at
the sea surface results in a systematic warm bias over
the Black Sea in comparison with the standard exper-
iments, 0.78C for ECMWF and 0.68C for NOGAPS forc-
ing. However, there are much larger SST deviations
from the standard experiments when using a clear-water
constant attenuation depth of 16.7 m in the model sim-
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TABLE 3. Basin-averaged SST verification statistics for the six HY-
COM simulations performed. In addition to expts 1–6, two additional
simulations (one simulation forced with wind/thermal forcing from
ECMWF and another simulation forced with wind/thermal forcing
from NOGAPS) were performed using a kPAR value of 0.19 m21,
which represents the SeaWiFS space–time mean for the Black Sea
during 1997–2001. The ME, rms, SS, and R values are 20.528C,
1.678C, 0.93, and 0.99 for the ECMWF-forced simulation, and
0.158C, 1.528C, 0.93, and 0.99 for the NOGAPS-forced simulation,
respectively. The reader is referred to section 4a for a detailed de-
scription of the statistical measures. Statistics are calculated using
monthly mean values. All R values are greater than 0.97 and statis-
tically significant in comparison with a 0.7 correlation value at a 95%
confidence interval. Note that a correlation coefficient of 0.98 is not
statistically different from a correlation coefficient of 0.99. It is also
seen that the basin-averaged annual mean SST bias with respect to
the Pathfinder SST climatology is very small, indicating that any
initial heat flux bias was also small in the HYCOM simulations.

Expt
ME
(8C)

Rms
(8C) Bcond Buncond SS R

1
2
3
4
5
6

20.54
20.49
20.85

0.19
0.25

20.07

1.41
1.41
2.06
1.39
1.45
1.89

0.017
0.010
0.068
0.019
0.010
0.071

0.020
0.018
0.028
0.011
0.011
0.010

0.95
0.95
0.89
0.95
0.95
0.91

0.99
0.99
0.99
0.99
0.98
0.99

FIG. 6. Basin-averaged monthly mean kPAR (m21) values along with
6 standard deviations in the Black Sea. Monthly mean was formed
using daily kPAR values as obtained from SeaWiFS data over 1 Oct
1997–31 Dec 2001. The corresponding monthly mean attenuation
depth (i.e., ) values are 5.1, 5.7, 5.1, 6.2, 6.3, 6.4, 7.2, 6.7, 5.2,21kPAR

4.4, 4.1, and 3.8 m from Jan through Dec. The climatological annual
mean kPAR value is 0.19 m21 over the annual cycle, which corresponds
to an attenuation depth of 5.3 m in the Black Sea.

ulations (expts 3 and 6), cold biases of 22.18C (21.78C)
using ECMWF (NOGAPS) forcing (Table 4). Obvious-
ly, the very shallow summer MLD is the main reason
for seeing these large SST differences. For example,
basin-averaged MLD values in February are 43 and 46
m for experiments 3 and 6, respectively, while basin-
averaged mean MLD values in June are only 4.1 and
4.6 m. The latter values are more than 4 times shallower
than the clear-water constant attenuation depth of ;16.7
m used in experiments 3 and 6. Based on the optimal
MLD definition of Kara et al. (2000), the Black Sea has
MLDs as shallow as 3 m in summer (e.g., Kara et al.
2005b), and this is much shallower than in most other
regions of the global ocean (Kara et al. 2003).

HYCOM skill in reproducing the climatological SST
is now evaluated in terms of rms SST difference and
SS, statistics described in section 4a. The results in Fig.
8a demonstrate that experiments 1 and 2 give relatively
small rms SST differences. They are also small in com-
parison to the standard deviation of the Pathfinder SST
(6.48C) over the annual cycle. This is especially evident
in the interior of the Black Sea. Large rms differences
exist in experiment 3, which uses a clear-water constant
attenuation depth assumption. In this case, rms differ-
ences .38C are noted along continental boundaries in
the eastern part of the Black Sea.

HYCOM SST errors in the easternmost part of the
Black Sea are usually attributed to the atmospheric forc-
ing. For example, Schrum et al. (2001) confirmed that
the ECMWF output agrees with local datasets in the
Black Sea very well. However, one of their major results
is that air temperature at 10 m above the sea surface
from ECMWF is too low in the easternmost part of the

Black Sea. Not surprisingly, this is reflected in the
ECMWF-forced experiments, with corresponding large
and cold HYCOM SST biases (Fig. 5b). Given that air
temperatures from ECMWF and NOGAPS are almost
identical in the easternmost part (see Fig. 4b), HYCOM
simulation experiments 4, 5, and 6 using atmospheric
forcing from FNMOC wind/thermal fluxes yield rms
SST difference values similar to ECMWF-forced ex-
periments 1, 2, and 3. This indicates that the NOGAPS
product has a similar air temperature bias in the east-
ernmost Black Sea. As will be explained in section 4c,
such coastal region errors in the atmospheric forcing are
largely due to the land/sea mask used in the ECMWF
and NOGAPS products themselves.

When using the NOGAPS wind/thermal forcing
(expts 4, 5, and 6), rms SST differences are similar to
those using the ECMWF wind/thermal forcing. The rms
differences when using the monthly varying attenuation
depths are nearly the same as the simulations that as-
sume all radiation absorbed at the sea surface (expts 2
and 5), although these simulations can have SST dif-
ferences of 18 or 28C in summer either with ECMWF
(expt 2 2 expt 1) or NOGAPS (expt 5 2 expt 4) forcing
(Fig. 7c). The clear-water constant attenuation depth
assumption (expts 3 and 6) consistently results in the
largest rms differences with respect to the Pathfinder
SST climatology (Table 3). The rms difference values
for simulations forced by ECMWF and NOGAPS are
similar in most regions, usually with slightly lower val-
ues for ECMWF than NOGAPS. However, there is a
striking difference over the northwest shelf, a region of
relatively good agreement for NOGAPS (rms , 18C)
but poor agreement for ECMWF (rms . 18C) (see sec-
tion 4c for further explanation). This difference is so
large that, despite lower rms differences over most of
the domain with ECMWF forcing, the basin-averaged
rms SST difference is almost the same as with NOGAPS
forcing (Table 3). In particular, zonally averaged rms
SST differences and ME for the NOGAPS-forced sim-
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FIG. 7. (a) Spatial variability of climatological monthly mean kPAR over the Black Sea as determined from the SeaWiFS data during 1 Oct
1997–31 Dec 2001. Also shown are monthly mean SST differences between HYCOM simulations along with comparisons with the Pathfinder
SST climatology: (b) Feb and (c) Jun. Expts 1 and 4 represent the standard simulations that use spatially and temporally varying attenuation
of PAR (kPAR). Note that expts 1, 2, and 3 are forced with ECMWF wind/thermal fluxes, and expts 4, 5, and 6 are forced with NOGAPS
wind/thermal fluxes. The observed climatological SST (Path.) is the satellite-based 9-km Pathfinder SST climatology. All model simulations
are performed with no assimilation of or relaxation to SST or any other ocean data.
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TABLE 4. Basin-averaged monthly mean SST differences between various experiments (see Table 2 for a description of each simulation).
Also given are the basin-averaged SST differences between the standard simulations (i.e., expts 1–4) and the 9-km climatological Pathfinder
SST (Path.) as described in the text. Coldest and warmest SST differences that are seen over the Black Sea are also given to show how
cold/warm these differences can be. In summer, HYCOM SST is very cold in comparison with the Pathfinder SST climatology. This implies
that the mixed layer is too deep. Currently, HYCOM has a top layer thickness of 3 m, and using a 1-m top layer in future model simulations
would help in reducing these large biases from the model.

SST difference Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mean (8C)
Expt 2–expt 1
Expt 3–expt 1
Expt 1–Path.
Expt 5–expt 4
Expt 6–expt 4
Expt 4–Path.

20.2
0.8
0.5

20.2
0.8
1.0

20.2
0.7
0.6

20.2
0.7
1.2

20.1
0.5
0.2

20.1
0.6
0.9

0.2
20.3

0.3
0.2

20.4
1.8

0.6
21.4

0.4
0.5

21.3
1.6

0.7
22.1
20.4

0.6
21.7

0.1

0.4
21.6
21.6

0.5
21.4
20.7

0.3
21.3
22.1

0.3
21.3
21.4

0.1
21.0
21.8

0.1
21.2
21.1

20.1
20.1
21.8
20.2

0.2
21.3

20.3
1.0

21.2
20.4

1.1
20.6

20.3
0.8
0.3

20.3
0.9
0.8

Minimum (8C)
Expt 2–expt 1
Expt 3–expt 1
Expt 1–Path.
Expt 5–expt 4
Expt 6–expt 4
Expt 4–Path.

20.8
20.3
21.5
20.9
20.1
21.2

21.2
20.3
21.0
20.7
20.2
21.2

21.4
20.4
21.6
20.5
20.3
21.1

20.5
20.8
21.9
20.5
21.0
20.5

20.6
22.3
21.6
21.2
22.2
21.1

20.8
22.9
21.8
22.6
23.0
22.9

22.4
22.7
22.6
21.8
22.6
22.3

22.1
22.9
22.4
22.5
22.6
22.5

21.0
22.1
21.9
20.9
22.0
21.7

21.0
21.8
21.5
21.0
20.8
21.9

21.1
20.1
21.3
21.3

0.1
21.7

20.9
20.1
20.8
20.9
20.1
21.6

Maximum (8C)
Expt 2–expt 1
Expt 3–expt 1
Expt 1–Path.
Expt 5-expt 4
Expt 6–expt 4
Expt 4–Path.
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ulations are much smaller than those for the ECMWF-
forced simulations north of 458N (Fig. 9).

HYCOM success in predicting SST is especially ev-
ident from the SS maps that show values close to 1 in
the standard simulations (expts 1 and 4) over most of
the Black Sea (Fig. 8b). Although HYCOM simulates
the SST seasonal cycle quite well, the SST warms and
cools too fast, introducing a phase error (Table 4). The
assumption of all radiation absorbed at the surface
(expts 2 and 5) as opposed to the standard cases using
variable attenuations depths does not significantly affect
the SS. In contrast, SS values obtained from the sim-
ulations that use the clear-water constant attenuation
depths (expts 3 and 6) are relatively low. Similar to the
rms difference map (Fig. 8a), the most obvious feature
of the SS maps is that the water turbidity does not have
any significant effect over the northwestern shelf. The
main reason for not seeing any turbidity effects is that
the MLD from all simulations is essentially same in all
months. The MLD is also deep enough that it nearly
encompasses the entire water column over the shelf re-
gion during winter (not shown). During summer the
heating below the mixed layer is less affected by the
turbidity because the depth of solar penetration is more
limited by the depth of the shelf rather than turbidity.
Consistent with the rms difference, the NOGAPS wind/
thermal forcing gives the highest model SS for SST in
the northwestern shelf (Fig. 9). In fact, the highest SS
values in experiment 4 (see Fig. 8b) are seen on the
northwestern shelf north of ø458N, while the lowest SS

values in experiment 1 are evident at this region. Note
that SS is never negative in any of the experiments, and
the lowest SS value (0.48) is seen in experiment 3. Any
positive SS value is considered as representative of a
successful prediction.

Finally, two additional model simulations were per-
formed using the same two atmospheric forcing sets and
a constant kPAR value of 0.19 m21, the climatological
annual space–time mean for the Black Sea from
SeaWiFS data (Fig. 6). These yield slightly degraded
results in comparison to the standard simulations (expts
1 and 4). For example, the basin-averaged rms SST
differences with respect to the Pathfinder climatology
are 1.678C (1.528C) with ECMWF (NOGAPS) wind/
thermal fluxes, 18% (11%) larger than values of 1.418C
(1.398C) obtained from experiment 1 (expt 4), which
uses spatially and temporally varying satellite-based so-
lar attenuation coefficients from SeaWiFS.

It must be emphasized that based on results from
NLOM with an embedded mixed layer (Kara et al.
2004), it was found that the standard spatially and tem-
porally varying kPAR simulation was closer to the clear-
water constant attenuation depth case (kPAR 5 0.06 m21)
because the global ocean is not very turbid on average
and because globally NLOM’s mixed layer was rela-
tively deep (including a 10-m minimum). However, in
some regions global NLOM results were accurate with
all the radiation absorbed in the mixed layer. In the
Black Sea, the standard experiments that use space/time
variation in attenuation depths (expts 1 and 4) are much
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FIG. 8. Maps of statistical comparison between monthly HYCOM SST and the monthly mean Pathfinder SST climatology: (a) rms and
(b) SS. Note that expts 1, 2, and 3 are forced with ECMWF wind/thermal fluxes, and expts 4, 5, and 6 are forced with NOGAPS wind/
thermal fluxes. In these comparisons the Pathfinder SST climatology is treated as ‘‘perfect.’’ Thus, HYCOM can never be more accurate
than the Pathfinder SST climatology. An SS value of 1.0 indicates perfect SST predictions from HYCOM. The basin-averaged rms and SS
values are given in Table 3 for each experiment.

closer to the experiments that assume all radiation ab-
sorbed at the surface (expts 2 and 5, respectively) be-
cause of its high turbidity, but there are also relatively
large differences between the two, especially in June.
Thus, a Black Sea OGCM will need to use space–time
varying turbidity.

c. Limitations in the atmospheric forcing
The grid resolution from the two atmospheric forcing

products (1.1258 3 1.1258 for ECMWF and 1.08 3 1.08

for NOGAPS) is much coarser than the HYCOM grid
resolution used here (1⁄258 3 1⁄328), and some atmospheric
surface forcing fields are strongly influenced by land
and sea. Thus, the land–sea mask used by these products
is important, especially for regions close to the coast in
the Black Sea. As discussed in section 4b, the SST errors
from the standard HYCOM simulations (expts 1 and 4)
tend to be largest in comparison with the Pathfinder
climatology in the Black Sea coastal regions, especially
with ECMWF forcing along the northern boundary and
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FIG. 9. Zonal averages of statistical metrics comparing monthly mean SST between the 9-km Pathfinder
climatology and HYCOM at each model grid point over the Black Sea. Statistics are defined in section 4a.
Results are shown for expt 1 (thick solid line), expt 2 (dotted line), and expt 3 (solid line) when the model
was forced with ECMWF wind/thermal fluxes; similarly expt 4 (thick solid line), expt 5 (dotted line), and
expt 6 (solid line) when the model was forced with NOGAPS wind/thermal fluxes.

over the northwestern shelf. Here, we investigate the
possibility that these errors can be largely attributed to
the misrepresentation of ocean points in the forcing
products.

The land–sea masks used in the original ECMWF
reanalysis and NOGAPS products interpolated onto the
HYCOM domain are shown in Fig. 10. All grids south

of 42.08N are represented as land points in the ECMWF
land–sea mask but most of them should be ocean. There
is only one sea grid point east of 398E in the north–
south direction, but there should be two–three grid
points, in reality. This means that ECMWF treats some
sea points as land points in the Black Sea region. The
NOGAPS mask provides a better representation of the
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FIG. 10. The land–sea mask for the Black Sea used in (a) the ERA product (1979–93), and (b) the NOGAPS product (1998–2002). The
original land–sea mask files are binary; i.e., a grid point is either land (1) or sea (0). We interpolated them from the 1.1258 3 1.1258 reduced
Gaussian grid for ECMWF and 1.08 3 1.08 for NOGAPS to the model grid. In (a) and (b), for example, a contour value of 0.8 implies that
the flux values on the model grid were ;80% contaminated by the land flux values. In the northwestern part of the Black Sea the ECMWF
land–sea mask, which favors the atmosphere, spreads farther into the Black Sea than does the NOGAPS land–sea mask.

land/sea distribution, but is still limited by its 1.08 3
1.08 resolution. The fact that NOGAPS forcing shows
more skill near the coast, despite generally lower skill
elsewhere, suggests that SST errors close to the coast,
especially over the northwestern shelf, in the eastern-
most Black Sea, and along the northeast coast, are pri-
marily caused by the incorrect land–sea mask and not
by HYCOM itself.

A comparison of Figs. 8 and 10 yields another par-
ticularly significant result. The NOGAPS-forced sim-
ulations show that HYCOM can simulate accurate SSTs
in shallow water, that is, over the broad northwestern
shelf. If we had only used ECMWF forcing with the
erroneous land–sea mask, we would not have obtained
that significant piece of information from this study and
might have erroneously concluded that HYCOM does
not produce accurate SST in shallow water.

5. Flux and SST relationship

To further investigate sensitivity of HYCOM SST
simulations to water turbidity, a possible relationship
between heat fluxes and SST is sought. Our major goals
are 1) to determine if changes in heat fluxes cause sys-
tematic biases in SST and if there are systematic biases
and then 2) to find out the statistical relationship be-
tween the SST biases and heat flux biases.

For this purpose, the net penetrative heat flux at the
surface (Fig. 3) is divided into the penetrating heat flux
absorbed within the mixed layer (the mixed layer flux)
and the heat flux that penetrates below the mixed layer
(sub-mixed-layer heat flux). Then, monthly mean SST
differences (Table 4) and sub-mixed-layer heat flux dif-
ferences between two simulations (e.g., expt 3 2 expt
1) are calculated and plotted together over the seasonal
cycle. The results in Fig. 11 satisfy the first goal above
because changes in the sub-mixed-layer heat flux dif-
ferences are inversely proportional to changes in the
SST differences in all four cases. In particular, the sub-
mixed-layer heat flux deviations from the standard sim-

ulations using turbidity from SeaWiFS (expts 1 and 4)
are strongly related to the corresponding SST differ-
ences whether using a clear-water constant attenuation
depth of 16.7 m (expts 3 and 6) or assuming all radiation
absorbed at the sea surface (expts 2 and 4). Furthermore,
the result is independent of the atmospheric forcing
product chosen, ECMWF or NOGAPS.

We now seek a possible linear relationship (as sug-
gested by Fig. 11) between the SST differences and heat
flux differences to attain the second goal. While it is
clear that HYCOM SST is determined by various dy-
namical factors, the major focus here is only changes
in sub-mixed-layer heat fluxes and their possible effects
on SST. Thus, it is assumed that SST differences are
mainly controlled by sub-mixed-layer heat flux differ-
ences between the experiment pairs (e.g., between expt
1 and expt 3). This means, for simplicity, it is assumed
that SST difference is only a function of the heat flux
difference. A scatter diagram (Fig. 12) indicates that
SST differences are linearly correlated to heat flux dif-
ferences with very large R values of 0.97 for both ex-
periment 3 2 experiment 1 and experiment 6 2 ex-
periment 4. These R values are statistically significant
in comparison to a R value of 0.7 at a 95% confidence
interval.

The least squares lines for experiment 3 2 experiment
1 and experiment 6 2 experiment 4 have slope values
of 20.0658C (W m22)21 and 20.0588C (W m22)21, re-
spectively. Based on the slope values, for example, a
flux difference of 30 W m22 between experiments 3 and
1 results in an SST difference of 21.98C between the
two. Similarly, a 50 W m22 flux difference causes an
SST difference that can be as large as 23.38C between
experiments 3 and 1. Thus, the assumption of clear water
over the entire Black Sea yields very unrealistic SST
from the model (expt 3) in comparison to the standard
simulation (expt 1). The same analogy can also be made
between experiments 6 and 4. Given that the slope value
is 20.0588C (W m22)21 between experiments 6 and 4,
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FIG. 11. Monthly mean SST difference and sub-mixed-layer heat flux difference (i.e., difference in shortwave radiation
absorbed below the mixed layer). (top) Differences between the clear-water constant attenuation depth simulations
(expts 3 and 6) and standard simulations that use spatial and temporal attenuation depths (expts 1 and 4). (bottom)
Differences between the simulations that assume all radiation absorbed at the sea surface (expts 2 and 5) and the
standard simulations. Note that the y axis on the left gives the SST differences and the one on the right gives the flux
differences.

heat flux differences of 30 and 50 W m22 result in SST
differences of approximately 21.7 and 22.98C between
the two, respectively.

A similar investigation is also made to see whether
or not there is any linear relationship between the sim-
ulations that assume all radiation absorbed at the sea
surface (expts 2 and 5) and standard simulations (expts
1 and 4). Linear relationships are again quite remark-
able as evident from statistically significant R values
of 0.95 and 0.98 for experiment 2 2 experiment 1 and
experiment 5 2 experiment 4, respectively (Fig. 13).
The slopes for experiment 2 2 experiment 1 and ex-
periment 5 2 experiment 4 are almost equal to each
other with values of 20.0208C (W m22)21 and

20.0198C (W m22)21. Thus, a flux difference of, for
example, 50 W m22 between experiments 2 and 1 (or
between expt 5 and expt 4) gives a SST difference of
21.08C. Last, it must be emphasized that there are
indeed changes in SST in the HYCOM simulations that
assume all radiation absorbed at the sea surface as
opposed to those which use spatial and temporal
monthly mean attenuation depths.

6. Summary and conclusions

Ocean general circulation models play an important
role in representing the ocean component of the climate
system on a wide variety of temporal and spatial scales.
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FIG. 12. A scatter diagram of sub-mixed-layer flux differences vs
SST differences between the simulations that use a clear-water con-
stant attenuation depth of 16.7 m (expts 3 and 6) and the standard
simulations that use spatial and temporal attenuation depths (expts 1
and 4). This figure contains scatterplots of the SST and mixed layer
flux difference values that are plotted by month in Fig. 11. Also given
in the figure are least squares lines for expt 3 2 expt 1 (dark solid
line) and for expt 6 2 expt 4 (thin solid line). Linear correlation
coefficient (R) is given in the upper-right corner for each case. Slope
values are 20.0658C (W m22)21 and 20.0588C (W m22)21 for expt
3 2 expt 1 and expt 6 2 expt 4, respectively.

FIG. 13. A scatter diagram of mixed layer flux differences vs SST
differences between the simulations that assume all radiation ab-
sorbed at the sea surface (expts 2 and 5) and the standard simulations,
which use spatial and temporal attenuation depths (expts 1 and 4).
Also given in the figure are least squares lines for expt 2 2 expt 1
(dark solid line) and for expt 5 2 expt 4 (thin solid line). Linear
correlation coefficient (R) is given in the upper-right corner for each
case. Slope values are 20.0208C (W m22)21 and 20.0198C (W m22)21

for expt 3 2 expt 1 and expt 6 2 expt 4, respectively.

This paper demonstrates that a fine-resolution (;3.2
km) eddy-resolving Hybrid Coordinate Ocean Model is
particularly useful for simulating sea surface tempera-
ture (SST) and examining SST sensitivity to water tur-
bidity in the Black Sea. This model combines the ad-
vantages of the isopycnal, s, and z-level coordinates in
choosing the optimal coordinate to simulate coastal and
open-ocean circulation features, a capability that did not
exist in previous Black Sea OGCM studies. The optimal
coordinate is chosen dynamically in space and time us-
ing the layered continuity equation. The implementation
of the KPP mixed layer submodel in HYCOM has a
two-band solar radiation penetration scheme that uses
a monthly diffusive attenuation coefficient of photo-
synthetically active radiation (kPAR) climatology based
on the SeaWiFs data to account for water turbidity.

In the HYCOM simulations, the basic methodology
is to force the model with monthly climatological at-
mospheric fields (i.e., wind and thermal forcing) from
two products (ECMWF and NOGAPS), but with the
addition of representative 6-hourly wind stress anom-
alies. The model SST and accurate bulk formulas in the
calculation of latent and sensible heat fluxes. A long-
wave radiation correction is used in the model simu-
lations to account for the difference between model SST
and SST used in the atmospheric forcing product. Based
on analysis presented in this paper, a constant value of
25.3 W m22 8C21 is a reasonable approximation
(620%) to the generally small blackbody radiation cor-
rection. This approach is also applicable to other
OGCMs.

Model simulations are performed to examine effects
of water turbidity in predicting SST. For a quantitative
evaluation of the model performance, several statistical
measures, such as mean error, root-mean-square differ-

ence, correlation coefficient, and skill score are used.
Time series of monthly mean SST from HYCOM are
then compared with those from a satellite-based cli-
matological field (;9 km Pathfinder SST climatology)
at each model grid point over the Black Sea. Climato-
logical error statistics from standard HYCOM simula-
tions, which use spatial and temporal attenuation depths,
give a basin-averaged ME of approximately 20.58C
with ECMWF forcing and ;0.28C with NOGAPS forc-
ing. Both forcing products yield an rms difference of
;1.48C for the seasonal cycle of SST. Similarly, basin-
averaged R and SS values are ;0.99 and ;0.95, re-
spectively. Given that the SST standard deviation is very
large (usually . 68C) in the Black Sea over the annual
cycle, having a very large SS value close to 1 dem-
onstrates HYCOM success in predicting monthly mean
SST.

While allowing kPAR to vary in time and space is de-
sirable for predicting SST in the Black Sea, absorption
of all radiation at the sea surface or using a constant
basin-averaged climatological mean kPAR value of 0.19
m21 from the SeaWiFS data also yields comparable re-
sults on longer time scales (i.e., annual mean) but not on
shorter time scales (i.e., monthly mean) because there is
a large seasonal cycle in solar attenuation coefficient. In
contrast, using the clear-water constant attenuation depth
assumption of kPAR 5 0.06 m21 (i.e., ø 16.7 m) as21kPAR

opposed to using monthly varying water type results in
the worst SST simulation from HYCOM. In this case,
the basin-averaged SST bias values in relation to the
corresponding simulation using SeaWiFS-based turbidity
are as large as 28–38C in the summer. This large bias is
due mainly to differences in the amount of heat flux
below the mixed layer in the two cases. In particular, the
simulation that assumes clear-water constant attenuation
depth over the Black Sea has larger sub-mixed-layer heat
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fluxes than the standard simulation using spatially and
temporally varying attenuation depths. In the latter, the
attenuation depths are much smaller than 16.7 m (typi-
cally 5 m). The combination of relatively small attenu-
ation depths and shallow mixed layer depths (typically
3 m) is the main reason for the large flux and SST dif-
ferences between these simulations in summer. It is also
found that SST differences and sub-mixed-layer heat flux
differences between these two simulations are linearly
correlated on seasonal climatological time scales.

The ability of HYCOM to predict SST in some re-
gions may be limited by the atmospheric forcing prod-
uct, ECMWF and NOGAPS. Some of the model errors
near coastal regions (especially on the broad north-
western shelf, along the northeastern boundary and in
the easternmost Black Sea) are clearly due to the land–
sea mask used and the relatively coarse resolution of
atmospheric forcing products. One particularly signifi-
cant result is that HYCOM can simulate accurate SST
in shallow water (as well as deep) when an accurate
land–sea mask is used in the atmospheric forcing prod-
uct. This was demonstrated over the broad northwestern
shelf by the NOGAPS-forced simulation. In contrast,
the ECMWF-forced simulation exhibited large SST er-
rors in this region because of an inaccurate land/sea
mask. Results presented in this paper confirm accuracy
of HYCOM. The model simulation will be extended on
interannual time scales, which is the subject of another
paper.
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